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I. Plenary Session A

**Forest engineering/operations – a necessity for industry competitiveness**

Dale Greene

1 Dean, Warnell School of Forestry and Natural Resources, University of Georgia

Successful management of forests and forest products industries in today's competitive global environment requires a range of skills and abilities for which forest operations and forest engineering programs prepare graduates extremely well. Our decentralized industry structure, greater reliance on efficient logistical operations, and society's expectations for certification and high compliance with environmental regulations are just a few of the trends increasing the need for foresters with this type of training.
Kentucky Logging Industry and Economic Report

Jeffrey Stringer¹

¹Professor of Hardwood Silviculture and Forest Operations, Department of Forestry, University of Kentucky

Kentucky’s forest industry plays a significant economic role in the state’s economy and is an important source of primary hardwood products for the nation. Historically Kentucky is one of the top producers of hardwood sawlogs and lumber, over the past 16 years one of the top two or three with annual outputs ranging 0.75 to 1.1 billion board feet. The total estimated economic output in 2014 was $12.8 billion on par with tourism and greater than any other agricultural enterprise including well-known sectors like equine and tobacco. Over one-half of this economic input is directly fed by Kentucky loggers. The logging force ranges from approximately 1,000 to 1,500 firms with an average size of 3.1 workers including owners. Many Kentucky loggers purchase their own timber, and gate wood deliveries to mills are the norm. The majority of operations incorporate manual felling with mechanized operations more typical in western Kentucky that has relatively gentle terrain and a strong pulpwood market. Mechanized felling operations in the deeply dissected terrain of eastern Kentucky are less numerous. The logging sector is fiscally challenged with delivered mill prices for many important species and grades still similar to mid-2000 prices. Expansion of operations is difficult with the worker’s compensation insurance running $1.20 dollars per $1 of payroll for manual felling operations and a shortage of workers. This fosters mechanization that maintains a worker’s compensation rate of 0.20 to 0.25 dollars per dollar payroll and Kentucky has seen a slow progression to mechanization in recent years.
II. **Plenary Session B**

**From Butcher Holler to Monkey Broke Creek - Restoring Forests and Ecosystem Services on Surface Coal Mines**

Christopher Barton¹

¹ Professor of Forest Hydrology and Watershed Management, Department of Forestry, University of Kentucky

Appalachia is a land of contrast—people have suffered from poverty for decades, but the region abounds with natural resources. Appalachian forests support some of the greatest biological diversity in the world’s temperate region, but extraction of the region’s abundant coal reserves has impacted the landscape. Since 1977, over 600,000 ha of Appalachian forest have been affected by surface mining, producing significant economic, environmental, and ecological challenges. Successful reestablishment of the hardwood forest ecosystem that once dominated these sites will provide a renewable, sustainable multi-use resource that will create economic opportunities while enhancing the local and global environment. The Appalachian Regional Reforestation Initiative (ARRI) and its partners have undertaken an extensive project to restore forests on surface-mined lands. Research and outreach with all stakeholders was instrumental in advancing knowledge and demonstrating techniques to restore productive forests and ecosystem services on surface-mined lands. Impacts resulting from the partnerships include: 1) water quality and flood mitigation improvements benefiting human and aquatic health; 2) improved wildlife habitat; 3) sequestration of carbon and air quality improvements; and 4) empowerment of the community to participate in beautification and enhancement of land that is neglected and often abandoned. Cooperation, consultation, and effective communication between parties have resulted in increased application of the Forestry Reclamation Approach (FRA). Since 2004, approximately 95 million trees have been planted on 140,000 acres of surface mined land in Appalachia. Efforts to test the global applicability of the FRA have begun with a project in the Hunter Valley region of Australia.
Felling a Few Logs to Find Energy

Timothy Hughes¹

¹ Director of Biofuels, Kentucky Department of Energy Development and Independence

Addressing LOGISTICS, current OPPORTUNITIES, future GROWTH, and SUSTAINABILITY of biomass is critical for the success of the bioenergy sector. It is imperative that the resources of the private sector, governmental agencies, academic institutions, and other interested parties work together effectively to clear many of the hurdles that have created stumbling blocks for success. Several research initiatives, industry investments, educational events, and networking sessions are taking place in Kentucky to tackle these areas. Improving the feasibility of these LOGISTICS from the farm or forest all the way to the final consumer is paramount to fostering bioenergy development. A lot of credence is paid to “finding the low hanging fruit” in many activities and that philosophy is sound in identifying the current OPPORTUNITIES for bioenergy. Fulfilling the future GROWTH potential of an international marketplace for energy will require new found creativity in crops, equipment, production practices, utilization technologies, policies, etc. Keeping interest in the long term possibilities and needs while the current economics discourage investment is challenging. As technology, methodology, and ecology are evaluated, the gatekeepers must continue to incorporate SUSTAINABILITY in their policies and not draft regulatory impediments based upon assumptions that fail to consider the accomplishments of today’s agriculture and the potential of tomorrow’s. The presentation will highlight activities going on in our state and efforts coordinated by our Statewide Wood Energy Team while raising a number of topics that must be addressed regionally, nationally, and internationally as we strive for increased energy access, affordability, and reliability.
Point-of-Harvest and Logging Chain-Of-Custody Certification

Christopher Reeves¹ and Dr. Jeffrey Stringer²

¹ Research Forester, Department of Forestry, University of Kentucky
² Professor of Hardwood Silviculture and Forest Operations, Department of Forestry, University of Kentucky

Certification of forest industries including logging and forestland remains an area of interest in the region. This involves chain of custody certification for industries (including logging) and point-of-harvest certification for logging operations. However, growing certification is difficult given the large percentage of small non-industrial forest owners in the region, which makes certification fiscally inefficient, and the minimal price premiums and industry sectors interested in certification. To make certification work, benefits must be distributed to all entities in the supply chain, certified supply chains must be streamlined and administrative costs of certification minimized. To assist in improving the competitiveness of Kentucky and surround states to benefit from certification a number of industries, consulting foresters, non-profits, and the University of Kentucky Forestry Extension program have partnered to establish an initiative to provide solutions focusing on overcoming the impediments to certification. In 2005 the University of Kentucky in partnership with MeadWestvaco initiated what is now the Certified Master Logger Program one of the first third party audited point-of-harvest certification programs in the U.S. and in 2007 obtained SmartLogging certification through Rainforest Alliance. In 2012 the Center for Forest and Wood Certification was formed providing industry assistance in chain of custody certification and maintaining group certification for small industries including logging and forestlands. The Center has provided innovative certification solutions resulting in certification of over 100 forest industries in 7 states and over 60,000 acres of certified lands.
III. **Plenary Session C**

**Fresh Lessons Learned from Logging Litigation**

Dr. John Garland, PE¹

¹ Consulting Forest Engineer, Affiliate Professor, Dept. of Environmental and Occupational Health Sciences, U. Washington; Professor Emeritus, Forest Engineering, Resources and Management, Oregon State University

**Abstract**

In a seminal paper and presentation for the COFE 2004 meeting in Hot Springs, AR, the author provided forest engineers, loggers, machine manufacturers, and others in public and private sectors with helpful information and insights based on 30 years and more than 25 cases of litigation. Ten lessons were offered for consideration and now after 40 years and more than 64 cases, some recent lessons are worth sharing with COFE members. The majority of cases involve logging accidents but others involve wildland firefighting, lost profits, yard accidents, vehicle accidents and even a shooting. The original lessons are reinforced over the years but other useful lessons emerge from reviewing the total cases. New lessons are found in accidents involving logs falling off trucks during loading/unloading. Typical accident investigation is found to be lacking and deficient. The widespread occurrence of an unsafe practice does not make it “usual and customary” for the forest industry. Finally, there are lessons from large scale litigation that use a “team of experts” approach. The best approach is to avoid the accidents and conflicts that result in litigation.

**Keywords:** logging, litigation, lessons learned, accidents

1. **Introduction**

In a seminal paper and presentation for the COFE 2004 meeting in Hot Springs, AR, the author provided forest engineers, loggers, machine manufacturers, and others in public and private sectors with helpful information and insights based on 30 years and more than 25 cases of litigation (Garland, 2004). Ten lessons were offered for consideration and now after 40 years and more than 64 cases, some recent lessons are worth sharing with COFE members. Fresh
lessons involve large scale litigation where teams of experts depend on other experts competence to contribute to their own opinions and findings. Fire litigation has implicated the usual and customary forest operations practices needed to prevent wildfires or their early suppression. Some incidents border on criminality in violent and tragic deaths. Finally, forest operations professionals put their credibility and licenses on the line in these tragic matters.

Besides the fresh lessons, additional litigation experience reinforces lessons from the earlier publication listing, including several of the earlier findings. It is amazing that litigation reveals that the “Bizarre does happen in logging.” More cases of litigation show repeatedly that “Time is of the Essence” for logging litigation. It is disconcerting that when the “Hazards may be known” accidents are continually occurring and obvious preventive measures are not made universal. Forest engineers are in the best position to document incidents by acknowledging “Location is Everything” in finding the truth for accident causation. Let’s look at the identified lessons first.

2. Past Lessons Reinforced

Bizarre does happen

Concepts of probability are challenged by actual events that cause astonishment. What are the chances that a vehicle traveling on a woods road will connect with a tree falling across the same road where the top of the tree strikes the cab of the vehicle? The two moving objects precisely intersect. The result was a fatality where microseconds of vehicle speed or tree movement could have averted the tragedy. What are the odds that on New Year’s Day a vehicle returning from the coast with two passengers would be struck by a wind blown tree killing the passenger? Except, a recent harvest left the trees in the highway right-of-way exposed to wind and said trees were infected with a root rot limiting their stability. The guardrails along that section of highway show many previous incidents of trees falling across them into the highway. Other incidents show the conflict where society’s preference for visual aesthetics of trees adjacent to the highway come face to face with the reality of trees or parts of trees falling on vehicles and killing occupants. Rare events perhaps but precautions can reduce the risks.

Time is of the essence
Accidents disrupt human activities and once the event has been investigated by officials, there is sometimes considerable time for legal actions to materialize. The delay can be 2, 3, 5 or even 7 years before competent expertise is sought to assess the event and the investigations. A forest changes during the delay and important evidence and information may have changed, been destroyed, or machines sold or dismantled. The timely assessment by competent experts is crucial to finding the truth. Practical concerns also support timely assessments. Insurers and defendants need to know their potential liabilities so timely settlements don’t include excessive litigation costs leading to and including trial costs.

Hazards are known

It is inexplicable that similar accidents occur over and over again when the hazards are known and the preventive measures are also well known. This is especially true for loading logs and unloading logs on trucks. During loading, no one should be in a position where a log/tree can escape control of the loader and strike someone. During unloading and wrapper removal, the logs on the load should be secured so a log cannot fall and strike the driver. Rules and policies govern these activities but dozens of times they are not followed and someone is hurt or killed. Some defense approaches call the unsafe procedures the “usual and customary” practices of the industry. Lawsuits then follow. Individuals make the errors but organizations fail to insure safe procedures are followed and supervisors are culpable. Owners then pay. There are no savings in the shortcuts that produce the injuries!

Location is everything

Coupled with the delays in getting competent assessments of accidents, the measurements taken at the time of the accident are critical. However, many accident investigators called to the immediate scene are not competent to document critical locations and essential details of the accident site. Some investigators wildly shoot videos or take photos from undocumented locations or fail to describe in a photo log of what is shown. Some others take measurements but do not relate them to known locations. The simplest measures of arcs taken from the endpoints of a documented baseline would be sufficient to re-establish critical locations, but few immediate investigators make the effort or know how to do it. Law enforcement agencies are taught how to measure for vehicle accidents but not for logging accidents. Detailed measures from total stations or laser imaging are accurate but need to measure the significant details and tie them to benchmarks for later use. GPS measures can be
useful if accurate and tied to physical objects, but if misused, they mislead experts. In one case, errors with GPS caused the opposing experts to assess an accident scene two hundred feet from where it actually occurred.

3. Fresh Lessons from Litigation

You can’t depend on others....

In large scale litigation, say involving a billion dollars in damages, forest engineering experts may be part of a large team of experts. Attorneys themselves are part of a team with each attorney managing a group of experts or some aspect of the complaint or defense. A lead attorney may have the full picture while experts and other attorneys may not know what others are doing in the matter. Experts are asked to rely on the work of other experts as precursors to their own findings and opinions. There is danger for experts to rely on work previously done by others and provided to them without validating the data, findings, or information themselves.

In a large California fire, several cases for damages were brought by the federal and state government against landowners, sale purchasers, and timber operators. I was asked to assess the actions of the logging crew with respect to their efforts in preventing, suppressing and even possibly causing the fire. The fire investigator for the “origin and cause” of the fire reported that a spark from the machine operation in rocky terrain caused the fire. Evidence was found and fire behavior from the origin seemed to support the findings. In my own experience, I have observed tracks producing sparks while moving over rock roads at night on a fire. The depositions found the logging employees did not provide the diligence needed for their fire watch and subsequent actions. It was later learned the fire investigator fraudulently manufactured evidence for his origin and cause determination. The conspiracy involved state employees, attorneys, and resulted in a miscarriage of justice against the landowners, sale purchasers, and timber operators. Lawsuits are still underway to set aside earlier verdicts and settlements (Wall Street Journal, 2015).

The findings on inadequate fire watch of the loggers holds, but are only relevant if the cause of the fire was machine operation not some other cause as defendants maintain like an arsonist or firewood cutter. I acknowledged this in my deposition but believed the other experts who testified. You cannot trust precursor work by others without your own verification. It should be a condition of employment. My own reputation was damaged by association with California state and federal prosecutors.
Vigilance in fire prevention

Work involving wildland fires reveals a need for forest operations professionals to be more diligent in fire prevention and suppression from operational fires. Professionals who contract for forest operations (logging, vegetation management, site preparation, etc.) have contractual oversight for the provisions calling for fire watch after operations, maintaining fire suppression tools and equipment, and other prevention measures. However, operational fires are still occurring and both the contractors and those who use their services are being held accountable. It is impossible to show prevention efforts worked to avoid the fires that did not happen. However, there is documentation that early fire detection and quick suppression can avoid losses and lawsuits. Other findings change the way fire is treated in practice. For example:

- Fire watch and walks in operating areas now require a time and date to be painted on stumps in the area covered.
- Some hot saws are equipped with water tanks that allow dousing stumps after cutting during high hazard conditions.
- Fire suppression systems for harvesting machines help prevent machine caused fires, eg, hydraulic hose failure, etc.
- For cable harvesting, some firms have water sources that can be put on the cableway quickly to bring a small fire under control. Other firms pre-emptively lay fire hose in adjacent cableways for quick access to water.
- A number of fires have started on holidays/weekends when one or two people were operating during high hazard conditions. Suppression resources were inadequate to keep the fire from quickly spreading. Strict controls during high hazard days are now part of contracts.

It may be necessary for forestry professionals to physically fight a wildland fire to fully understand the devastating forces of a fire before they can appreciate fire prevention and early suppression efforts.

Violent deaths...

In 2013 the Bureau of Labor Statistics reported nine percent of workplace deaths were from homicides but none were in the forestry sector (BLS, 2014). There have been reports of
threats against supervisors and other workers from workers carrying guns on forest operations. Others working in the forest face hazards from guns. An undocumented South American greenery harvester was mistakenly shot as a bear when the landowner allowed harvesting and hunting in the same area. The greenery harvesters preferred the black rain gear as it was inexpensive and effective. The hunter was criminally charged but was acquitted. The civil suit against landowner and greenery contractor/purchaser revealed other firms provided their greenery harvesters with high visibility vests (<$3 each) and prohibited hunting near greenery harvest areas.

Another violent death occurred when a log stacker driver in a sort yard ran over a scaler and crushed the small SUV. The scaler had previously contacted log yard management over what he saw as unsafe practices of the stacker driver. Once in motion toward the vehicle, the heavy stacker could not be stopped before it reached the vehicle. The driver had no explanation why he backed up in the direction of the vehicle. He claimed he did not see him....

A serious injury occurred when a faller in training fell a short snag in the direction of his trainer for no apparent reason. The two were related and testimony indicated some resentment may have been present. The snag fell short of the trainer but broke apart with a large section traveling downhill and pinning the trainer against a tree he was bucking. The injuries to the trainer resulted in medical complications over the next few years that eventually caused his death. Why???? Lessons learned from such tragic events start with the realization that violence can occur from weapons, machines, and trees. It is noteworthy that such events are rare in the forestry sector.

4. CONCLUSIONS

Most forest operations professionals will avoid involvement in litigation; however, with a long career and the unpredictability of forestry, some folks will be caught in the middle of lawsuits. Perhaps the lessons learned from a larger number of events will help professionals avoid the circumstances leading to litigation or provide insights on the nature of forestry litigation.

5. REFERENCES


Bourbon Barrel Industry

Bob Russell ¹

¹ Wood Procurement Manager, Brown-Forman

Bourbon whisky production has been historically centered in Kentucky and surrounding states and the production of stave logs has been a part of the forest product mix in the region since the 1800’s. Recently there has been a significant increase in bourbon whisky consumption both domestically and internationally. Market projections indicate that international consumption will continue to increase and the distilling industry is increasing capacity and production to meet this projected demand. The increase in production requires, both operationally and legally, an increase in the production of oak casks, in the case of bourbon, white oak casks (barrels). Domestic barrel production currently is derived from stave and header boards from stave logs grown and procured from the “white oak belt” of the Midwest and South. The increased demand raises questions within the distilling industry about both short and long-term white oak availability including availability of timberlands and logging capacity.
IV. Concurrent Session 1A – Productivity of Logging Operations I

Wood Comminution Technology and Techniques

Rafaele Spinelli 1 and Natascia Magagnotti 1

1 Researcher, CNR IVALSA, Trees and Timber Institute, National Research Council of Italy

This presentation will summarize the results of 10 years of CNR research about comminution technology. During this period, the Authors have conducted a very large number of chipper tests, with the purpose of determining the impact of a number of work factors on productivity, fuel use and product quality. All studies were conducted under carefully controlled conditions, in order to obtain reliable information. Machines were rigged with appropriate sensors, in order to measure engine torque and power, as well as fuel consumption. All product output was taken to certified scales, and carefully sampled for laboratory quality testing. Moisture content was determined with the gravimetric method and particle size distribution through sieving, according to EN standards. In their studies, the Authors examined and quantified the effect of such variables, as: comminuter type (e.g. crusher vs. chipper, disc vs. drum, open drum vs. closed drum), cut length setting, screen size, piece-breaker devices, chip discharge system (blower vs. conveyor), knife wear and feedstock type (logs, tops, branches – fresh vs. dry – hardwood vs. softwood). The presentation will have a simple and concise form, but it will also be extremely dense in contents, so as to offer an exhaustive overview within the allotted time slot.
For this article, centralized biomass processing refers to processing forest products at a location away from the landing. Centralized processing may be advantageous for a variety of reasons. Some thoughts behind centralized processing are that it may reduce in-woods costs or improve production rates. One way to examine the costs of a centralized processing facility is to first examine the costs of a typical southern harvesting operation that includes biomass removal with processing occurring in the woods. Landing operations generally include delimbing and topping stems, bucking logs, sorting various products, loading log trucks, and other activities. Comminution of residues and unmerchantable material is performed to densify the material for efficient transport. As trucks and mill quotas are available, sorted products and biomass are hauled. All of these activities require quite a bit of equipment and scheduling. Transporting and setting up equipment can be time consuming and may negatively impact production. In addition, roads may need upgrading for passage by chippers, chip vans, and other rigs. This paper explores some of the potential production rates and costs of a couple of representative southern harvesting systems. Then, machine rates are calculated for a representative system that does not process the stems at the landing, but hauls the wood in whole tree form to a centralized processing facility. This information will be explored to gain insight into how much could be invested at a centralized processing facility to make it a feasible alternative to in-woods processing.
Modeling the Productivity of Feller-Bunchers in Small-Diameter Pine Plantations

Timothy McDonald and John Klepac

1 Professor, Biosystems Engineering, Auburn University
2 Engineer, Forest Operations Research Unit, Southern Research Station, USDA Forest Service

Abstract

Developing a general model of felling productivity is difficult because of the numerous factors affecting a specific machine’s performance. The influences of the two largest contributors to variability among systems (other than the stand), operator behavior and the machine itself, are difficult to characterize. Instead, specific regression models based on observation are typically developed, which is time-consuming and expensive, and ultimately only truly applicable across a small range of conditions. We have attempted with this study to broaden the scope of applicability of feller productivity models by generalizing some parameters that effectively characterize machine and operator impacts on performance. The model requires stand information to calculate an average stem DBH that is used to predict the maximum carrying capacity of the felling head. This constitutes the portion of the model that is machine-specific, or at least specific to the felling head. Accounting for operator input requires selection of an average percentage of capacity to which the head is filled on each cycle. Predictions based on the proposed model were found as accurate as those based on simple regression of cycle time on number of trees per cycle, but the new model was simpler to apply in a predictive situation. Number of trees per cycle is a useful predictor of felling productivity, but not easy to calculate ahead of time since it depends so much on machine and operator. The new model provides a simple, rational means of estimating those effects for any stand/machine/operator combination and provides reasonable productivity results.

Keyword: model, cycle time, felling

1. Introduction

Numerous studies have measured felling productivity and presented some type of explanatory model describing observed behavior (see Table 1 for some examples). The purpose in developing such a model was presumably to generalize the observations to allow their use in other applications. Often, however, there were so many confounding factors this extrapolation of results would not be possible in any new situation likely to arise.
As part of a larger study of biomass harvesting for energy, the USDA Forest Service Forest Operations Research Unit has collected a quantity of detailed production study data on at least three different fellers operating in the same, or similar, stands. As others have, it was felt developing a mathematical relationship to describe the observations was a useful exercise, since it would provide a basis of comparison for other researchers when evaluating similar scenarios. As is always the problem, however, the studies represented a specific set of machines in relatively unique situations and any model developed would be useful only in the same context. The work presented in this paper was undertaken to derive an expression for felling productivity based on these data that allowed the parameterization of at least some of the unaccounted for factors when performing production studies. In particular, it was our hope to create a felling production model that had some parameters incorporating machine- and operator-specific characteristics, and those factors would be easily derivable from the observed data.

2. Methods

Data collection methods used to assess productivity of a Tigercat 845D tracked feller-buncher equipped with a shear head were presented in Klepac (2013) and followed standard protocols. The machine was videotaped operating in plots of fixed size having each tree marked with its diameter. All sites were plantation pine and had roughly 80% of inventory in the size range of 4-8 inch diameter at breast height (DBH), with stocking averaging around 500 trees per acre (TPA). Other machines tested varied by manufacturer but were all of the saw head, drive-to-tree variety. Table 2 lists specifications and average production rates for the machines tested.

The models presented in Table 1 were a survey of those found in the literature and were selected as a cross-section of those available, not for any shortcomings or perceived flaws. The models were developed to achieve the authors’ own objectives, but we wished to highlight the diversity of the forms present. A common thread among the models was that cycle times in felling were most often related to average tree size and number of trees per accumulation, the exception being Bolding and others (2009) in which only the numbers of trees per cycle were used as predictors. It was our conclusion, however, that tree size and count should be related through the harvesting head – number of trees collected in an accumulation ought to be proportional to their average size, up to the capacity of the pocket.

As explanatory models, all of those listed in Table 1 were perfectly fine, but from a predictive standpoint they confounded many factors important in determining cycle time that
were difficult to separate individually and, therefore, hard to specify. When using DBH as the single predictor of cycle time, for example, all the inherent variability in the model was captured in its single coefficient – everything to do with operator, with stand conditions, with the machine itself, etc. Ideally, a good predictive model should be suitably abstract, at a level that allows tuning of major factors but is also relatively simple and avoids the need for detailed data collection to adapt it for a particular set of conditions.

It was our contention the notion of head ‘capacity’ introduced a method of incorporating machine-specific characteristics into a predictive model. Any given felling head ought to have a point beyond which another stem cannot be added for a given size tree, and this should be characteristic of that particular head. Once established, although it might vary due to tree form, the filled capacity point should not vary much for a given head design. Then, given information on stem size distributions in a stand, that information should be easily converted into a number of stems per accumulation, which would then be used in predicting cycle time.

Table 1. A survey of feller production equations for a variety of machines, stands, and silvicultural regimes. Lower-case letters in the equations are parameters, upper case refers to variables.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Model</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heisl and Benjamin (2013)</td>
<td>$T_c = a + bN + cD + \alpha + \varepsilon$</td>
<td>0.4</td>
</tr>
<tr>
<td>Spinelli and Magagnotti (2010)</td>
<td>$T_t = a + bD^{1.2}$</td>
<td>0.63</td>
</tr>
<tr>
<td>Spinelli and others (2007)</td>
<td>$P = a + b \ln(W_t)$</td>
<td>0.4-0.6</td>
</tr>
<tr>
<td>Bolding and others (2009)</td>
<td>$T_{t,M} = [a + bN_n + cN_M]^3$</td>
<td>0.2</td>
</tr>
<tr>
<td>Adebayo and others (2007)</td>
<td>$\ln(T_c) = a + bD + \alpha$</td>
<td>0.5</td>
</tr>
<tr>
<td>Wang and others (2004)</td>
<td>$T_c = \mu + D + H + S + L_t + L_a + DxH + DxS + HxS$</td>
<td>0.6</td>
</tr>
<tr>
<td>Lanford and Stokes (1996)</td>
<td>$T_t = a + bD + (\frac{L}{A_p})$</td>
<td>0.2</td>
</tr>
</tbody>
</table>
As mentioned above, maximum capacity should be a parameter related to the felling machine and be independent of the operator. The notion of ‘average utilization of capacity’ was felt to be a predictor variable that added the missing operator effect. Given a stand and site, an operator would perhaps choose to fill the head, on average, to some fraction of the total capacity. That fraction could be related to the operator’s personality, as in they may, or may not, be too impatient to fill the head to capacity when operating in small trees. Or conditions might be such that they would choose to fill the head to a lower average capacity, because of slope, or traction issues. Although this concept is not a rigorously defined effect, it does define a parameter that could be tuned to account for differences in operator behavior.

Based on the above, we proposed the following model for felling cycle time:

\[
T_c = a + b \frac{U}{D^2}
\]

where \(T_c\) was cycle felling time, \(U\) was fraction of head capacity utilized, \(D\) was cycle average stem diameter, and the two lower-case letters referred to regression parameters. In this model, cycle time referred to one entire accumulation of multiple stems and would include elements such as moving to the first tree, severing each individual stem, then emptying the head.

The term \(U/D^2\) in Equation [1] represented a ratio of a volume (expressed in unit-less form) to a basal area. It was our contention this term could be interpreted as a ‘number of stems’ variable, or, a ratio of scaled total head volume to an average tree volume. Although from an explanatory standpoint this equation was not much different from those listed in Table 1 and should, therefore, not do any better job of accounting for variability in cycle time than a simple regression on the number of stems per accumulation, when used as a predictive tool the result should be more applicable to different sets of circumstances because of the adaptability of the head utilization term.

3. Results

Felling cycle times and number of trees per cycle were linearly related for all machines tested. Figure 1 was a plot, by machine, of the relationship and Table 2 a summary of regression results for each feller. All models were statistically significant (Pr(>F) << 0.0001). The regression parameters were roughly the same and, in fact, analysis of covariance indicated a significant machine and number of trees effect, but no interaction (P-value = 0.13), suggesting different intercepts but the same slope.
Table 2. Summary of model regression results fitting the function $T_c = b + m N$ to the data collected on three different machines working in similar stands. $F$ was the overall $F$ statistic of the model and all parameter values were significant ($P < 0.0001$). Cycle times were in seconds.

<table>
<thead>
<tr>
<th>Machine</th>
<th>$N$</th>
<th>$F$</th>
<th>Adj $R^2$</th>
<th>$m$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tigercat</td>
<td>320</td>
<td>479</td>
<td>0.60</td>
<td>6.15</td>
<td>19.7</td>
</tr>
<tr>
<td>TimberKing</td>
<td>216</td>
<td>221</td>
<td>0.50</td>
<td>5.78</td>
<td>20.9</td>
</tr>
<tr>
<td>HydroAx</td>
<td>71</td>
<td>91</td>
<td>0.56</td>
<td>4.70</td>
<td>18.9</td>
</tr>
</tbody>
</table>

There was also a significant ($P$-value $< 0.0001$) linear relationship between tree size (DBH) and cycle time, but the effect was small, less than 4 seconds decrease in total cycle time for a 1-inch increase in average DBH. The adjusted $R^2$ was also low (0.11), as seen in Figure 2.

Figure 1. Feller accumulation cycle time as a function of number of trees per cycle.

The regression results suggested there was a slight difference in intercept in the cycle time predictions (based on number of trees per cycle), but no difference in slope. This further suggested the machines, operating in similar stands, would perform about equally with some small fixed difference in average cycle time that could have, but was not definitively proven to be, a result of operator or machine. That analysis, however, did not account for tree size as a covariate, and additionally would be difficult to apply when very little was known about a stand other than perhaps average DBH. It was decided, therefore, to more closely examine the relationship between tree size and number of stems per accumulation. Those data were shown in Figure 3, where trees per accumulation were plotted against the log of DBH2. Figure 3a was for the Tigercat feller, and 3b the other two machines.
There was in each case a visually distinctive frontier, or limit, in the number of stems that could be captured in the head for a given average DBH. This suggested a machine-dependent means of making the link between the stand and felling cycle times. The limiting number of stems for a given tree size we called ‘capacity’ and used regression to model it based on average cycle DBH. Table 3 presents results of fitting both linear and exponential regression models to the capacity data. The exponential model did not improve the capacity prediction for the two rubber-tired machines so the linear model was selected as best for those. In the case of the tracked Tigercat machine, however, the exponential model had both higher adjusted R2 and model F statistic, so it was chosen as best in that case.

Given a means to calculate a capacity value for each machine, it was possible to fit equation [1] to the cycle time data and results of that analysis are shown in Table 4. All models were significant (P << 0.0001), as were all parameters (P << 0.0001). Figure 4 shows plots of the measured and predicted cycle times for each machine.
Figure 3. The figure shows number of trees per accumulation as a function of the average accumulation tree size, expressed as the natural log of average DBH squared.

Table 3. A summary of model fit and parameters for two variations on a prediction equation for the data shown in Figure 3. The F statistics were for the overall model and were all significant (P< 0.0001).

<table>
<thead>
<tr>
<th>Model</th>
<th>Machine</th>
<th>Parameters</th>
<th>Model F statistic</th>
<th>Adjusted $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>HydroAx</td>
<td>23.8</td>
<td>-4.58</td>
<td>0.97</td>
</tr>
<tr>
<td>$C = a + b X$</td>
<td>TimberKing</td>
<td>24.2</td>
<td>-4.50</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Tigercat</td>
<td>31.7</td>
<td>-5.67</td>
<td>0.89</td>
</tr>
<tr>
<td>Exponential</td>
<td>HydroAx</td>
<td>323</td>
<td>-1.07</td>
<td>0.89</td>
</tr>
<tr>
<td>$C = a e^{b X}$</td>
<td>TimberKing</td>
<td>415</td>
<td>-1.09</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Tigercat</td>
<td>655</td>
<td>-1.10</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 4. Results from fitting the felling data plotted in Figure 1 using the prediction model in eq.[1].

<table>
<thead>
<tr>
<th>Machine</th>
<th>Parameters</th>
<th>Model F statistic</th>
<th>Adjusted $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HydroAx</td>
<td>23.8</td>
<td>959</td>
<td>0.45</td>
</tr>
<tr>
<td>Timberking</td>
<td>34.3</td>
<td>778</td>
<td>0.20</td>
</tr>
<tr>
<td>Tigercat</td>
<td>17.7</td>
<td>2925</td>
<td>0.60</td>
</tr>
</tbody>
</table>
4. Discussion

From the analysis presented above, the incorporation of the capacity term into the cycle time regression models did not improve the predictive results. For the Timberking machine, in fact, the opposite was true, predictions were worse. The three functions were plotted on the same graph in Figure 5, emphasizing the difference in slope among the machines for the cycle time equations based on the capacity variable. The tracked machine’s (Tigercat) cycle time increased at a rate three times higher than the wheeled machines with increasing capacity term \((U/\ln(DBH2))\), which suggested some factor other than machine capacity was playing a significant role in determining performance.

The result implies the cycle time goes higher for all machines when the operator fills the head (capacity utilization is high) with small trees \((\ln(DBH2)\) is small). That is a perfectly plausible conclusion: cycle times should increase when operating in small timber. Cycle times for the wheeled machines, however, were less sensitive to the tree size/capacity interaction.
That result could be at least partially explained by the higher capacity of the head on the tracked feller. Because the capacity number was unit-less, the actual capacity of the head was included in the regression parameter, or the slope. It was expected, therefore, the slope would be larger, but three times higher was still a bit more than anticipated. All of the increases in cycle time with capacity also appeared linear, which would imply there was no additional time penalty associated with filling the head with trees as the head became full.

Although the model was not as good at explaining variation in the observed data, the true utility of the capacity approach to describing cycle times was in its use as a predictive tool. When extrapolating these results to another machine, site, and operator, the use of a model employing number of trees per cycle for prediction was problematic, given the amount of information likely known about the conditions for which the model was being applied. If, for example, only an average DBH for the stand were known, how would one go about translating this value into a ‘number of trees per accumulation’?

The model in eq [1], however, was useful in that situation because the tree size parameter was applied independently. One needed only arrive at an estimate of the average
capacity utilization for a given operator. This gave some degree of adaptability of the model to the operator and conditions. Data as in Figure 6 might be available for selecting a value based on past history for a specific operator. Or the operator could be expected to lower head capacity utilization on steep slopes, or in wet conditions.

![Figure 6](image)

Figure 6. A plot of machine capacity utilization per cycle as a function of the number of trees per cycle.

5. Conclusions

A model was presented of felling cycle time as a function of operator utilization of head capacity and average tree size. Although the model did a poorer job in describing variability of some observed performance data, it had the advantage of being more robust in its application.
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Abstract

The increase in biomass usage for fuels and energy has required a re-examination of harvesting and transportation systems to efficiently deliver these products to market. Some biomass markets accept forest residues or whole trees (including stem wood, bark and needles) as a feedstock. Therefore, there is less need to remove limbs and tops or deconstruct the tree other than to make transport more efficient. Transporting untrimmed wood or whole trees directly to the mill would appear to be a viable option to achieve increased harvesting productivity and efficiency. In the spring of 2014 a pilot study was undertaken to examine the advantages and disadvantages of untrimmed wood in the wood supply chain. In the fall of 2014, a second study examined the productivity of loading untrimmed (whole) pulpwood trees compared to loading trimmed pulpwood trees.

Keyword: whole tree, pulpwood, biomass, loading

1. Introduction

Woody biomass is defined as “The trees and woody plants, including limbs, tops, needles, leaves, and other woody parts, grown in a forest, woodland, or rangeland environment that are the byproducts of forest management.” (Patton-Mallory, 2008). Woody biomass can come from mill residues or from the harvesting site itself as the by-product of the primary timber product. These byproducts may be bundled, baled, chipped or chunked and require different handling and transportation systems. The potential increased efficiency of transporting untrimmed or whole trees was examined by Thompson et al. (2014). The hypothesis was that by not deconstructing the tree in the woods, multiple products can be hauled on one truck to the mill resulting in increased harvesting and transportation productivity. Once at the mill, the biomass portion of the tree can be separated from the traditional forest products.

The initial pilot study in the spring of 2014 examined the loading and trimming times for a harvesting crew transporting untrimmed pulpwood in Perry, Florida. A second study gathered
additional data on the same harvesting crew loading untrimmed pulpwood and a second harvesting crew loading trimmed pulpwood.

Slash pine (Pinus elliottii) is the dominant plantation species planted in the Perry, Florida region. The Georgia Pacific Foley mill purchases untrimmed trees. Many local landowners plant dense stands (1000 trees/ac) and clearcut at 18 to 22 years old with no intermediate thinnings. The majority of the product removed from these stands is pulpwood with a small component of chip-n-saw logs.

2. Methods

A video camera was used to record the loading, trimming, and binding time for the two harvesting crews. Any loading activities that occurred out of view of the video camera were recorded with a stop watch. Load weights were recorded from load tickets. Elemental time analysis was performed using Timer Pro software (Timer Pro, 2013). The loading cycle was broken down into its individual elements and the trimming and binding time was recorded. Cycle elements are listed in the order of a typical sequence in Table 1. During the study period no recordable delays were observed.

Table 1: Pulpwood loading cycle elements for a knuckleboom loader.

<table>
<thead>
<tr>
<th>Element</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sort</td>
<td>Element begins when grapple is lowered toward the banked wood. It includes all activities involving preparing stems to be loaded. These include sorting pulpwood and chip-n-saw logs, removing vines and small hardwoods. The element ends when a grapple of wood is heeled.</td>
</tr>
<tr>
<td>Swing to Trailer</td>
<td>Element begins after sorting is complete and a grapple of stems is heeled and is complete when stems are lowered and un-heeled at the foot of the trailer.</td>
</tr>
<tr>
<td>Arrange</td>
<td>Element includes all activities involving arranging the stems on the trailer to achieve a compact load.</td>
</tr>
<tr>
<td>Swing to Pile</td>
<td>Element begins after arranging stems on the trailer has ended and grapple has started back towards the pile of stems. Element ends when grapple is lowered to begin sorting.</td>
</tr>
</tbody>
</table>
The harvesting crews each consisted of a rubber-tired feller-buncher equipped with a shear head, a rubber-tired grapple skidder and a knuckleboom loader. The knuckleboom loader separated the pulpwood from the chip-n-saw logs, processed the chip-n-saw logs and removed any vines and scrub hardwoods. The receiving mill allows for the tops of the chip-n-saw logs to be mixed into the pulpwood loads if they are longer than 16-ft in length. The untrimmed pulpwood loads utilized the knuckleboom loader to break off excessive limbs and tops to make the loads road legal. The truck would pull up to allow the loader to use the grapple to break off a portion of the overhanging limbs and tops. The driver would then use a chainsaw to complete the trimming of the load, bind the load and add flags and a light. The trimmed pulpwood crew did not utilize the loader to help trim the load. All trimming was performed by the driver with a chainsaw. Three trucks were assigned to the untrimmed crew and four trucks were assigned to the trimmed crew.

3. Results

Over a three day period in September 2014, twelve loading cycles of untrimmed pulpwood and fifteen loading cycles of trimmed pulpwood were observed. Table 2 below summarizes the load data for each crew.

Table 2: Load data for two harvesting crews loading untrimmed and trimmed pulpwood.

<table>
<thead>
<tr>
<th></th>
<th>Untrimmed Crew</th>
<th>Obs</th>
<th>Min</th>
<th>Max</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loading (min)</td>
<td>12</td>
<td>7.04</td>
<td>13.29</td>
<td>9.89</td>
<td></td>
</tr>
<tr>
<td>Driver Trim (min)</td>
<td>12</td>
<td>4.03</td>
<td>11.24</td>
<td>6.91</td>
<td></td>
</tr>
<tr>
<td>Loader Trim (min)</td>
<td>12</td>
<td>1.01</td>
<td>2.05</td>
<td>1.54</td>
<td></td>
</tr>
<tr>
<td>Total Trim (min)</td>
<td>12</td>
<td>5.75</td>
<td>12.56</td>
<td>8.45</td>
<td></td>
</tr>
<tr>
<td>Total Load Time (min)</td>
<td>12</td>
<td>13.49</td>
<td>24.34</td>
<td>18.34</td>
<td></td>
</tr>
<tr>
<td>Total Stems (#)</td>
<td>12</td>
<td>85</td>
<td>123</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>Net Load (lbs)</td>
<td>12</td>
<td>48200</td>
<td>57360</td>
<td>52140</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Trimmed Crew</th>
<th>Obs</th>
<th>Min</th>
<th>Max</th>
<th>Avg</th>
</tr>
</thead>
</table>
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Driver trim times were almost identical for each crew. The loader trim time for the untrimmed crew added 1.54 minutes to each load on average. Loading time for the untrimmed crew was 9.89 minutes compared to 11.60 minutes for the trimmed crew. This can be attributed to the 131.6 average stems per load compared to 98.3 stems per load for the untrimmed crew. Of the 15 loads observed for the trimmed crew, 9 loads included chip-n-saw tops. Only 3 of the 12 untrimmed loads contained chip-n-saw tops. Total average loading cycles for each crew were almost the same at 18.34 and 18.56 minutes for the untrimmed crew and trimmed crew, respectively. Average net load for each crew differed by 1021 lbs.

Figure 1 shows the average time for the four elements of the loading cycle and the average count of Swing to Trailer elements per load. Swing to Trailer, Swing to Pile, and Arrange were similar for each crew. The trimmed crew averaged 20 Swing to Trailer elements per load compared to 15 per load for the untrimmed crew. This reflects the increased number of stems per load as noted in Table 2. Sorting time for the untrimmed crew averaged 15.7 seconds per observation for the untrimmed crew compared to 9.4 seconds for the trimmed crew. The increased time to sort reflects more vines and scrub hardwoods in the material and the added effort required to get the untrimmed trees untangled from each other while loading.
4. Discussion

Achieving efficient transport of woody biomass is an essential component in making it a viable product. This study is part of a larger effort in identifying alternative ways to harvest and transport woody biomass. The initial results indicate that loading and transporting untrimmed trees was just as productive as hauling trimmed trees. Net load was within approximately 1000 pounds for both crews, averaging 26 tons per load. Time to load was also almost identical at just over 18 minutes per load. This equates to approximately 84 tons/hr for both crews.

The knuckleboom loader of the trimmed crew was not observed actually limbing and topping any of the pulpwood loads, either during the loading process or between loads while the loader was sorting and processing chip-n-saw logs. The crew foreman indicated that the tops and limbs of the slash pine (Pinus elliottii) could easily be broken off by driving over them. The feller buncher operator and the skidder operator purposely drove over the tops of bundles of trees in the field and at the landing in an effort to break off the tops and limbs. The data suggests that these efforts did increase the productivity of the knuckleboom loader by removing the need to limb and top the trees.

The untrimmed crew averaged 34 fewer stems per load compared to the trimmed crew. This difference can either be attributed to a larger overall tree size or the increased volume associated with hauling untrimmed trees. Stand data was not obtained during the study;

Figure 1: Cycle elements for two harvesting crews loading untrimmed and trimmed pulpwood.
therefore we cannot verify a difference in average tree size between the two sites. An analysis of the load data for the untrimmed crew showed that the 3 loads that contained tops averaged 111 stems per load compared to 94 stems per load for the 9 loads that did not contain tops. The average weight for the loads with tops was 50660 lbs. compared to 52598 lbs. for the loads with no tops. These results indicated that the addition of tops (with needles and small limbs) added volume to the loads while reducing payload. The trimmed crew averaged 143 stems per load for the 9 loads with tops and 53131 lbs. per load. The 6 loads without tops averaged 114 stems and weighed 53206 lbs. The trimmed crew’s average load weights differed by 75 lbs. indicating that the tops included in the loads had been stripped of their needles and branches.

5. Conclusions

Loading untrimmed pulpwood achieved similar productivity as hauling trimmed pulpwood. This would indicate that hauling untrimmed trees to utilize woody biomass without requiring a separate harvesting operation is a viable alternative.

The next phase of the research will focus on the complete harvesting and stand management system. Questions that need to be answered include: How much material is being trimmed from the loads to make them road legal? How much extra woody biomass is being removed overall from the stand?
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Abstract

There have been concerns expressed about a shortage of logging capacity in Wisconsin after previous studies suggested that Wisconsin was on pace to lose one-third of its loggers between 2003 and 2016 and mills experienced wood shortages during 2014. We conducted a short-term study of logging capacity utilization in Wisconsin from September 28, 2014 through March 14, 2015. Thirty loggers provided weekly production reports detailing the number of loads delivered; the number of hours worked; and the number of loads lost because of weather, mill quotas, regulations, etc. This data was then analyzed using stochastic frontier analysis. For this analysis, the output variable was loads delivered per week, the input variables were man-hours worked and capital invested per week, and six environmental variables were included. Thirty participating logging crews reported 513 crew-weeks of data and delivered 6,411 loads of timber. Stochastic frontier analysis indicated that participating loggers operated at an average efficiency of 71.5%, which is slightly higher than past studies. Loggers operated at 73.3% of capacity, which is slightly lower than past studies. The primary causes of lost production were weather (10.7% reduction in delivered loads), equipment repairs/maintenance (5.6%), vacation (3.6%), and labor (2.9%). No logging crew lost production because of mill quotas during this period, which is not surprising given the low mill inventories during 2014. While loggers will never achieve 100% logging capacity utilization, these results suggest that opportunities exist to improve the efficiency of Wisconsin’s wood supply chain.
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1. Introduction
There are developing concerns about the adequacy of logging capacity in Wisconsin. Recent studies in Wisconsin and elsewhere indicate that loggers tend to be older than the U.S. population as a whole and the industry is struggling to attract and retain new logging businesses (Baker and Greene 2008, G.C. and Potter-Witter 2011, Rickenbach et al. 2015). In addition, independent loggers are leaving the logging industry. Rickenbach et al. (2015) estimated that 20% of Wisconsin loggers left the industry between 2003 and 2010 and an additional 21% expected to depart by 2016. If this comes to fruition, the state will have lost more than one-third of its loggers in just over a decade.

Logging capacity can be defined as the amount of timber that loggers are capable of harvesting in a specified period of time. Logging capacity utilization refers to the percentage of logging capacity that is actually being used during a given period. Theoretically, 100% logging capacity utilization would minimize the cost of delivered wood; however, achieving this level of utilization is impossible because of weather, mill quotas, regulations, etc. Recent surveys suggest that loggers were producing at 60% and 82% of capacity in Minnesota (Blinn et al. 2015) and Michigan (G.C. and Potter-Witter 2011), respectively. However, this research simply asked loggers to estimate their capacity utilization; it did not actually measure it. The majority of logging capacity research was conducted in the U.S. South more than a decade ago. Loving (1991) found that the U.S. South was utilizing only 51-59% of logging capacity in 1988 and 1989. Likewise, logging capacity utilization in the early 1990s was just 70% (LeBel 1993). In the early 2000s, the U.S. South and Maine were utilizing only 65% of their logging capacity and this inefficiency cost the wood supply chain more than $430 million annually (Greene et al. 2004).

Clearly, there was excess logging capacity in the U.S. South from the late 1980s through the early 2000’s because of substantial increases in productivity resulting from mechanization (Loving 1991, LeBel 1993, Greene et al. 2004). Therefore, the loss of loggers during this time probably made the wood supply chain more efficient by having fewer loggers working closer to capacity. It is unclear whether Wisconsin’s loss of logging capacity is having the same effect. If Wisconsin loggers are producing near their capacity today, then continued reductions in logging capacity could make it difficult for Wisconsin mills to procure the wood that they need.

The primary causes of unused logging capacity in previous studies were mill quotas, weather, and moving (LeBel 1993, Greene et al. 2004). In these studies, the impact of regulations had a relatively small impact on production; however, regulations have tightened since these studies were conducted, best management practices have been refined, and forest certification systems have come into vogue (Ice et al. 2010). It is not known whether these guidelines and regulations are significantly reducing logging productivity.
The state of Wisconsin has a number of unique regulations that have the potential to reduce logging capacity utilization. For example, during spring break-up many roads have reduced weight limits that impede movement of timber from logging sites to mills. The Wisconsin Department of Natural Resources (WDNR) currently recommends that stands with ≥15 ft²/ac-1 of oak basal area not be harvested between early to mid-April and mid-July if the stand is located in a county that contains oak wilt or is within six miles of a county with oak wilt (WDNR 2013). In addition, Wisconsin loggers correctly implement best management practices (BMPs) more than 90% of the time (WDNR 2010). While all of these regulations and guidelines may be necessary and useful, they all have the potential to reduce logging capacity utilization.

In summary, the state of Wisconsin faces two challenges regarding logging capacity. First, because loggers are leaving the industry, current and future logging capacity may be insufficient to meet the demand of forest industry mills. Second, seasonal weather patterns and state regulations may be reducing logging capacity utilization, which would tend to increase harvesting costs and reduce the availability of wood to the forest products industry. Therefore, the goals of this study were to estimate logging capacity utilization in Wisconsin and identify the reasons for lost production.

2. Methods

Members of the Great Lakes Timber Professionals (GLTPA) and the Wisconsin Master Logger Program were recruited to participate in this study. Loggers were recruited in-person at the 2014 Great Lakes Logging and Heavy Equipment Expo. GLTPA members that did not agree to participate at the Expo received an invitation letter along with a profile form and return envelope in mid-September of 2014. A similar invitation with an enclosed profile form and return envelope were sent to Wisconsin Master Loggers in late September of 2014. Loggers were asked to return the profile form with contact information if they were willing to participate in the study. Seventy-nine logging businesses representing approximately 120 logging crews returned the logger profile form. These loggers were contacted by phone to confirm their willingness to participate and to collect information on their timber harvesting equipment; number of employees; typical work schedule; and maximum, target, and break-even production levels. Forty-four logging businesses representing 68 logging crews agreed to participate after a telephone conversation. Thirty logging businesses representing 40 logging crews reported at least one week of data while twenty-five logging businesses representing 30 logging crews reported at least four weeks of data and were included in the analysis.
Participants were asked to complete a one page form each week detailing weekly production. Participating loggers reported the number of loads of timber delivered that week; hours spent logging; percent of loads hauled by company trucks; average haul distance to the mill; number of moves; type of harvest (thinning, clearcut, etc.); species of timber harvested; and number of loads that could have been delivered, but were not, along with the reasons the loads were not delivered. Logging efficiency was estimated using stochastic frontier analysis (SFA). SFA creates a production frontier based on observed production of all crews in the study and predicts potential production of an individual crew based on production inputs of that crew (Coelli et al. 1998). The output variable for the model was loads of timber delivered to the mill in a given week and inputs into the production process were labor and capital. Stochastic frontier analysis was conducted using the Frontier package (Coelli and Heningsen 2013) in R version 3.1.3 (R Core Team 2015).

The labor input represented man-hours worked during a given week as reported by participating loggers. The capital investment was estimated using the machine rate method and standard assumptions (Table 1). We calculated an average weekly cost for owning and operating each machine in the system, excluding labor costs. For each machine, we assumed a salvage value of 20% of the purchase price, a fuel cost of $3.00 per gallon, and a lubrication rate of 36.8% of the fuel cost. These assumptions were based on published guidelines (e.g. Brinker et al. 2002) and prevailing fuel costs at the time of the study.

<table>
<thead>
<tr>
<th>Table 1: Machine rate assumptions for equipment used by logging crews in this study.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracker feller-buncher</td>
</tr>
<tr>
<td>Purchase price</td>
</tr>
<tr>
<td>Economic life (years)</td>
</tr>
<tr>
<td>Interest, insurance, &amp; taxes¹</td>
</tr>
<tr>
<td>Fuel consumption (gal/pmh)</td>
</tr>
<tr>
<td>Maintenance and repair²</td>
</tr>
<tr>
<td>Utilization</td>
</tr>
</tbody>
</table>

¹Percent of average annual investment
²Percent of depreciation
When loggers agreed to participate in the study, they reported the equipment that they used and the number of employees or subcontractors that worked on their crew(s). Typically, cut-to-length crews included two employees or subcontractors and operated a harvester and forwarder. Chainsaw crews commonly used one or two chainsaw fallers and a cable skidder. The feller-buncher crews were generally larger than the other crews. They included between two and five operators, one or more feller-bunchers, up to three skidders, a loader, slasher saw, and in the case of one logger, a chipper that was used to produce whole tree chips for use in a wood-burning power plant.

In addition to varying levels of labor and capital investment, there are other factors that may explain the efficiency of a given logging crew. Factors such as type of harvest performed, location within the state, and woods condition certainly influence efficiency, but are not considered inputs in the production process and may not be under the manager’s control in the short term. These factors are commonly referred to as environmental variables (Coelli et al. 1998). We attempted to explain some of the inefficiency calculated by including the following environmental variables in the SFA model: harvest prescription, felling technique, species harvested, trucking strategy, moving, size of logging firm (single or multiple crew organization), stumpage acquisition strategy, haul distance, and logging conditions during the week. These variables were removed using a backward elimination process until all variables were statistically significant ($\alpha = 0.10$).

We analyzed the production reports as a single cross-section. We used this approach because the technology used to harvest timber did not change significantly during the study and because previous studies used this approach (Chumbler 2002, Greene et al. 2004).

We estimated logging capacity utilization by comparing actual production to the production potential of each crew. Production potential was calculated as the sum of loads actually delivered plus those that loggers reported could have been delivered, but were not, because of weather, breakdowns, etc. In addition, we compared the weekly production level of each logger relative to their stated maximum production potential, their target weekly production level, and their break-even production level. If a logger did not provide this information, they were not included in this part of the analysis. The averages between systems were analyzed using analysis of variance (ANOVA) and the Tukey HSD test using SPSS (IBM Corp. 2012). Seasonal differences were analyzed using independent sample t-tests in SPSS. Parametric tests were chosen because sample sizes exceeded 30 production reports for each system. The Levene’s test for equality of variance was used to test the assumption of equality of variance. If the variance was not equal between systems, the data were transformed.
logarithmically prior to statistical analysis. If the variance was unequal after the transformation, the Welch’s ANOVA and the Games-Howell test were used (Maxwell and Delaney 2004).

3. Results and Discussion

Logger Characteristics and Location

Thirty participating loggers reported 513 crew-weeks of data and 6,411 loads of timber delivered to the mill. Of the 30 participating logging crews, 10 were from multi-crew organizations and the remaining were single-crew firms. Seventeen logging crews were headquartered in the Wisconsin Department of Natural Resources Northern region, six were located in the West Central region, six were located in the Northeastern region, and two crews were headquartered in the South Central region. Twenty logging crews utilized cut-to-length equipment, seven used chainsaw systems, and three crews used feller-buncher/skidder systems. The distribution of harvesting systems is consistent with the volume of timber harvested by each system in Wisconsin (Rickenbach et al. 2015). Because the sample sizes were small for feller-buncher and chainsaw systems, the results may not be representative of these systems.

The average production of logging crews in this study was 12.5 loads per week (Table 2). The feller-buncher crews were significantly more productive than the other two systems and the cut-to-length crews were more productive than the chainsaw crews (P<0.01). The production level achieved by participating cut-to-length and chainsaw crews is comparable to median production levels achieved by loggers using these harvesting systems in Wisconsin, while the feller-buncher crews were more productive than the statewide median for this system (Rickenbach et al. 2015). Of course, the three systems required different capital investments and were not necessarily targeting the same type of tracts of timber to harvest. Generally, the feller-buncher crews required the highest capital investment and chainsaw crews the lowest. The feller-buncher crews were also more likely to conduct final harvests than the other crew types. Past research has found that feller-buncher systems are more productive and produce wood at lower cost than cut-to-length systems (Lang and Mendell 2012); nonetheless, the cut-to-length system is the most commonly used system in Wisconsin (Rickenbach et al. 2015). Cut-to-length systems can remain profitable on small parcels (Conrad 2014), reduce residual stand damage (Benjamin et al. 2013), and efficiently produce the shortwood demanded by Wisconsin mills (i.e. 100” pulpwood sticks).

The average production level achieved by all crews during the fall (September 28-December 20) was nearly four loads less (10.6) than during the winter (December 21-March 14).
This was expected because frozen ground allows loggers to access sites that may be inaccessible during the rest of the year and mills often increase timber inventories during the winter in preparation for the spring break-up period during which production is curtailed because of significantly reduced weight limits on many public roads.

**Logging Capacity Utilization**

During the study period, loggers reported delivering 73.3% of the loads that they were capable (Table 2). Cut-to-length crews lost more loads per week than chainsaw crews \( (P<0.01) \); however, this difference was due to the varying scales of the operations as the percentage of potential production that was delivered did not differ between systems \( (P>0.05) \). The primary reasons for lost production were weather and equipment breakdowns (Table 3). During the fall crews lost an average of 6.3 loads per week while crews lost an average of only 2.9 loads per week during the winter \( (P<0.01) \). Crews lost an average of 3.0 loads per week for weather-related reasons during the fall versus only 0.7 load per week during the winter \( (P<0.01) \). The difference in loads lost for mechanical reasons did not differ by season \( (P=0.09) \). Loggers lost production because of vacation taken during the nine-day gun deer season, which coincided with the Thanksgiving holiday, and the Christmas holiday. Many landowners forbid logging on their property during deer season, and so vacation time during this time may be unavoidable even during periods of high timber prices.

### Table 2: Average weekly production, lost production, capacity utilization, loads delivered by system along with standard errors (in parentheses) for participating Wisconsin loggers between September 28, 2014 and March 14, 2015.

<table>
<thead>
<tr>
<th>Harvesting System</th>
<th>Crew-Weeks Reported</th>
<th>Average production ( \text{loads \ wk}^{-1} )</th>
<th>Average lost production ( \text{loads \ wk}^{-1} )</th>
<th>Capacity utilization (%)</th>
<th>Total loads delivered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feller-buncher</td>
<td>33</td>
<td>24.1( ^a ) (3.7)</td>
<td>4.3( ^{ab} ) (1.2)</td>
<td>84.9</td>
<td>5,179</td>
</tr>
<tr>
<td>Cut-to-length</td>
<td>379</td>
<td>13.7( ^b ) (0.5)</td>
<td>5.4( ^a ) (0.4)</td>
<td>71.6</td>
<td>796</td>
</tr>
<tr>
<td>Chainsaw</td>
<td>101</td>
<td>4.3( ^c ) (0.3)</td>
<td>1.3( ^b ) (0.19)</td>
<td>76.2</td>
<td>436</td>
</tr>
<tr>
<td>Overall</td>
<td>513</td>
<td>12.5 (0.5)</td>
<td>4.6 (0.3)</td>
<td>73.3</td>
<td>6,411</td>
</tr>
</tbody>
</table>

\( ^{a,b,c} \) Means not connected by the same letter are statistically different \( (\alpha=0.05) \)

### Table 3: Number of loads lost by reason as reported by participating loggers in Wisconsin between September 28, 2014 and March 14, 2015.

| Loads Lost \( \text{Week}^{-1} \ \text{Crew}^{-1} \) |"
<table>
<thead>
<tr>
<th>Reasons for missed loads</th>
<th>Average</th>
<th>Maximum</th>
<th>Total loads</th>
<th>Percent of total loads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mill quota</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mill loading/unloading</td>
<td>0.01</td>
<td>2</td>
<td>4</td>
<td>0.05</td>
</tr>
<tr>
<td>Mill closed</td>
<td>0.06</td>
<td>9</td>
<td>31</td>
<td>0.35</td>
</tr>
<tr>
<td>Regulations-mandatory</td>
<td>0.01</td>
<td>2</td>
<td>5</td>
<td>0.06</td>
</tr>
<tr>
<td>Regulations-voluntary</td>
<td>0.01</td>
<td>1</td>
<td>4</td>
<td>0.05</td>
</tr>
<tr>
<td>Mechanical-scheduled</td>
<td>0.29</td>
<td>25</td>
<td>147</td>
<td>1.68</td>
</tr>
<tr>
<td>Mechanical-unscheduled</td>
<td>0.67</td>
<td>21</td>
<td>339</td>
<td>3.88</td>
</tr>
<tr>
<td>Labor-amount</td>
<td>0.32</td>
<td>25</td>
<td>167</td>
<td>1.90</td>
</tr>
<tr>
<td>Labor-quality</td>
<td>0.16</td>
<td>10</td>
<td>84</td>
<td>0.96</td>
</tr>
<tr>
<td>Weather-Forest roads</td>
<td>0.68</td>
<td>30</td>
<td>348</td>
<td>3.98</td>
</tr>
<tr>
<td>Weather-Woods condition</td>
<td>1.14</td>
<td>30</td>
<td>584</td>
<td>6.68</td>
</tr>
<tr>
<td>Seasonal restrictions</td>
<td>0.13</td>
<td>23</td>
<td>67</td>
<td>0.77</td>
</tr>
<tr>
<td>Stumpage unavailable</td>
<td>0.03</td>
<td>6</td>
<td>13</td>
<td>0.15</td>
</tr>
<tr>
<td>Harvest plan</td>
<td>0.07</td>
<td>4</td>
<td>34</td>
<td>0.39</td>
</tr>
<tr>
<td>Vacation</td>
<td>0.62</td>
<td>25</td>
<td>316</td>
<td>3.62</td>
</tr>
<tr>
<td>Other</td>
<td>0.36</td>
<td>15</td>
<td>186</td>
<td>2.13</td>
</tr>
</tbody>
</table>

The cut-to-length systems reported losing 11.5% of production to weather versus only 3.9% and 2.7% for the chainsaw and feller-buncher systems, respectively. Likewise, the cut-to-length systems reported losing 3.3% of production because of labor issues versus only 0.5% and 0% for the chainsaw and feller-buncher crews, respectively. It is worth noting, however, that cut-to-length loggers may have been operating on wetter tracts than the other two systems and, because the sample size was larger for cut-to-length systems, their production losses may be more representative of Wisconsin loggers as a whole than the other two systems.

No loads were lost because of mill quotas during the study period, which is not surprising given the low mill inventories in Wisconsin during 2014 and early 2015. However, despite this fact, Wisconsin loggers delivered only 73% of the loads that they were capable. A similar study in the U.S. South and Maine found that loggers delivered approximately 80% of the loads they were capable even though loggers in that study lost an average of 6% of production per week for mill-related reasons, primarily restrictive mill quotas (Greene et al. 2004). In that study, production was only reduced by 4% for weather-related reasons, whereas production was reduced by 10.7% by weather in this study (Table 3).

This study probably underestimated the impact of regulations, seasonal restrictions, and labor issues on Wisconsin loggers. Regulations may dictate which stands are harvested and when, but it is difficult to assign lost loads to this cause during any given week. Seasonal restrictions are most prevalent during the spring and summer months, which were not included...
in this analysis. The production lost because of labor issues only included lost production from existing crews. Anecdotal reports suggest that many loggers would like to add a crew to their organization, but have been unable to do so because suitable equipment operators are not available. This was not addressed in this study.

On average, loggers operated approximately 27% above their break-even production level, 12% below their target, and 35% below their maximum production capacity during the study (Figure 1). There were no differences by system. The average production level was well above the break-even level; however break-even production was achieved in only 58% of the weekly reports received. Loggers achieved break-even production just 55% of the time during the fall versus 67% during the winter. Logging capacity utilization was comparable to loggers’ estimates of utilization in 2011 in both Wisconsin and Minnesota (Blinn et al. 2015, Rickenbach et al. 2015), but lower than estimates provided by loggers in Michigan (G.C. and Potter-Witter 2011).

Logging Efficiency

Between September 28, 2014 and March 14, 2015 loggers in this study operated at an average efficiency of 71.5% as measured by stochastic frontier analysis. Efficiency ranged from 12.7% to 93.4% with a median value of 76.7%. Previous studies in the U.S. South found mean efficiencies of 86% (LeBel 1996) and 63.8% (Chumbler 2002).

Six environmental variables had p-values <0.10 and were included in the SFA model. Chainsaw felling and thinning were associated with reduced timber harvesting efficiency. This is intuitive because fully mechanized firms were significantly more productive than chainsaw
crews and were thus able to overcome their increased capital costs. Thinning requires loggers to maneuver around residual trees, and therefore reduces logging efficiency (Kluender et al. 1998).

Hardwood harvesting, trucking by logging firm, moving, and being part of a multi-crew organization were associated with increased logging efficiency. In 2008, nearly three times as much hardwood roundwood was harvested compared to softwood in Wisconsin (Haugen 2013) and so most logging firms employ systems that harvest hardwood efficiently. Owning at least one truck gives a logger flexibility in delivering the timber that he harvests and can facilitate efficient moves between sites. This result contradicts the finding of Chumbler (2002) who found that owning trucks was associated with reduced efficiency. Obviously, frequent moves do not cause increased efficiency. The reason that moving was associated with increased efficiency in this study is most likely because the most productive and efficient logging crews finished harvesting tracts rapidly and moved to the next tract, which increased the likelihood that they would report at least one move during a given week. Only nine instances of multiple moves during a week were observed out of the 513 crew-weeks reported, which indicates that loggers were avoiding unnecessary moves. In fact, 78% of the moves reported were conducted because the job was completed. Over the past twenty years there has been a consolidation in the logging industry with fewer logging firms producing more timber (Blinn et al. 2015, Rickenbach et al. 2015); it is therefore not surprising that being part of a multi-crew organization was associated with increased efficiency.

4. Conclusion

This study found that participating loggers produced 73.3% of the loads that they were capable and operated at 71.5% efficiency. Weather appears to be the primary culprit in reducing logging capacity utilization. LeBel (1993) posited that increasing environmental regulations increased the impact of rain on logging operations, and that may be the case in this study as well. Wisconsin loggers correctly apply BMPs over 90% of the time and soil disturbance is carefully minimized on timber sales in Wisconsin (WDNR 2010). However, staying out of the woods during periods of wet weather has costs for loggers as evidenced by the 10% reduction in loads delivered during the study period for weather-related reasons.

These results indicate that loggers produced below their potential during the time period covered by our study. During the analysis period, loggers were able to achieve enough weeks of strong production to operate above their break-even level on average. Nonetheless, it
appears from this data that logging capacity exists to produce significantly more wood than is currently being produced without adding new logging crews.

Future analysis should measure the impact of seasonal timber harvesting restrictions on logging capacity utilization. This analysis concluded in mid-March before spring break-up road weight restrictions went into effect. This restriction is likely to significantly reduce logging capacity utilization. In addition, seasonal timber harvesting restrictions to prevent oak wilt, protect species of interest, and prevent the spread of invasive species may also reduce utilization. While it is in everyone’s interest to protect the forest resource, a healthy logging sector is needed to ensure sustainable management of Wisconsin’s forests in the future.
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An Assessment of the Logistics, Cost and Life Cycle of Supplying Wood Products in Tennessee
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The presentation focuses on a study developed in Tennessee from 2011 – 2015, that focuses on developing an integrated analysis of forest harvesting machine operations, cost and life cycle assessment of supplying wood in Tennessee, from site to end use. Key production factors are identified that have not been looked into before in the state. The study also highlights work conditions and operational factors that need to be considered to improve the workforce operating conditions and promote a more sustainable and growing forest products industry. Factors analyzed in this study have not been investigated before in Tennessee. Results presented are being compiled into a final report to the funding agency and peer reviewed publications. The three sections of the study include: i) The logistics of forest operations in Tennessee. This section investigates the following questions: What are the work force characteristics and conditions? (location, owner or operator, annual number of employees on the crew, and production in acres and tons). What is the logging capacity? (equipment owned or subcontracted, type of equipment used, logging configuration and percentage and potential production capacity of the state), and What are the production rates per harvest conditions and prescriptions? (% of operations per cut types, skidding distances, operations per terrain types, shift hours, time of repairs and stand size), ii) The cost of the supply of timber in Tennessee. This section investigates the total cost of harvesting wood. It researched available stumpage prices, hauling, harvesting, and delivery variables. This section compares and contrasts operations in relation to their cost effectiveness, and iii) A life cycle assessment of the supply of wood in Tennessee. Life cycle assessment is used to quantify environmental impacts of the supply of lumber. System boundaries of the study start at the stand and end at points of delivery of variable distances. The study analyses, using SimaPro, Greenhouse Gas emissions and the Fossil Energy Demand per extracted tonne of green wood, harvesting and transportation. It also offers a sensitivity analysis to identify areas and supply chains of greatest environmental impact.
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During the economic downturn of the late 2000’s and early 2010’s, approximately 50% of West Virginia’s logging workforce left the industry for jobs in the emerging oil and gas and other industries. The current economic indicators for the forest products industry appear to be improving, today’s low supply of logging contractors has been one of the key factors limiting production and supply delivery to the mills and other users of harvested wood. A group of industry, government, community development, finance, and academic professionals were gathered to assess the situation, identify barriers, and propose opportunities to redevelop the state’s logging workforce. This paper will characterize the current situation, summarize the specific barriers and opportunities identified for West Virginian conditions, and provide initial results from an innovative new training and engagement effort that establishes “credit ready” applicants for established financing programs. Continuing efforts to recruit, train, and sustain a healthy and vibrant logging workforce is critical to the long term development and prosperity of the entire forest products industry.
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Increases in harvesting productivity have placed increasing demands on transportation that is characterized by low productivity per unit and cycle times influenced by events outside the operations control. While balancing logging and trucking production will maximize the system productivity maintaining the balance even on a daily basis is challenging. Dynamic modeling can help find opportunities to improve system efficiency and productivity. We developed a dynamic model for truck cycle time through STELLA 9.1.4 software to model the truck availability to an in-woods chipping operation determine the relationship between truck availability or capacity and system productivity and cost. Our objectives were to identify the trucking capacity levels that minimize cost or maximize productivity and determine the impact of changing load size (due to in-woods drying or larger vans) or product type (clean vs. dirty chips). While increasing truck capacity increases system productivity, landing interference limits the net benefit of increased trucking capacity as daily production nears maximum chipper utilization.
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Abstract

Biomass conversion technologies such as biochar, torrefaction, and briquetting have the potentials to increase the economic value of forest residues, however requires high quality feedstocks. The goal of this study was to evaluate the cost associated with processing and sorting forest residues in order to reduce feedstock contamination and facilitate comminution operations in an effort to control particle size. Three harvest units selected were further divided into three sub-units. One of three treatments, no sorting, moderate sorting and intensive sorting, were carried out for each sub-unit by the sawlog processor. For the sorted treatment units, the processed tree tops were sorted into conifer and hardwood piles. The remaining slash, consisting of chunks, branches, etc., generated during sawlog processing were piled separately. The sorting treatments varied the intensity in which residues were processed and sorted. Results showed that the total operational costs (stump to truck) were similar between sorting and not-sorting. A standardized comparison showed a cost range of $97 to 106/MBF for sawlogs harvested. The productivity of the processor sorting the forest residue showed a gradual increment in cost of around $ 2/MBF from non-sorting to the intensive sorting. Our results show that a majority of the cost was in forwarding for all treatment therefore additional processing cost to sort forest residues did not have an impact on total cost between treatments. Analysis done to predict the tops to slash ratio showed that 19-25 % of the total forest residues generated were tree-tops.

Keyword: biomass recovery operation, standardized comparison, tops to slash ratio

1. Introduction

Forest residues generated from timber harvesting operations have been traditionally regarded as economically low valued products. These by-products are currently being utilized as a feedstock for the energy production, as they are widespread, renewable, and can be used to offset the use of fossil fuels and reduce greenhouse gas emissions (Jones et al. 2010).
study conducted in Montana estimated 1,096 bone dry tons (BDT) equivalent of forest residues generated for every million Scribner board feet of merchantable timber harvested (Morgan 2009).

In regions where there is a market for biomass or pulp, several treatments, including debarking of forest residues, removing foliage, field drying, etc. are carried out to enhance the quality of the feedstock. These treatments can accelerate drying, generate uniform particle size distribution, reduce contamination, and support comminution by chippers (Röser et al. 2011). The cost associated with these treatments, even though are documented often cannot be compared with operations in other regions, because the harvest operations are species, site, and practice dependent (Helmisaari et al. 2014).

Presently, the markets for biomass in northern California are mainly restricted to wood-based power plants. The range of feedstock collections are further limited by the transportation cost due to the low market values (Kizha. et al. In press). Therefore, forest residues generated from many timber harvest units are piled and burned on-site. Initial research on prescribed burning has showed that it can be detrimental to human health (Haikerwal et al. 2015). Further, slash burning can cost up to $800/acre and can be carried out only in specific burn windows in a year (Alcorn 2014).

One of the greatest barriers for utilization associated with the traditional feedstock is its inherent low quality. This plays a major role in the economic feasibility of conversion into value added forest products such as torrefied wood chips, briquettes, and pallets. This will not only generate additional income, but also facilitate re-planting and reduce negative environmental impacts such as fire hazard and pest outbreak. In order to meet the specifications set by these emerging technologies, the forest residues have to be treated to minimize contamination, facilitate comminution, reduce moisture content, and improve handling / transportation efficiency (Han et al. 2015).

The objective of this study was to evaluate the operational cost associated with processing and sorting forest residues produced from timber harvesting. Attempts were also made to estimate the amount of tree tops and slash generated from the harvesting operation.
2. Methodology

Stand and site description

The study site comprised of three even-aged management units on an industrial timberland property in Humboldt County, California (41° 02’ 18” N, 123° 55’ 35” W) (Figure 1). The sites primarily constituted even-aged (averaging 60 years) second- and third- growth coast redwood (Sequoia sempervirens), Douglas-fir (Pseudotsuga menziessii), western hemlock (Tsuga heterophylla), and tanoak (Notholithocarpus densiflorus).

Experimental designs and treatments

Three field based treatments were carried out to investigate how sorting and processing the forest residues at varying intensities influences productivity and cost of the operation. The timber harvest units were approximately one mile apart. Each unit was further divided equally into three distinct sub-units of which one of the three following treatments were carried out:

- No sorting: Typical residue management used by landowners. The focus of the processor in
this treatment was on the sawlogs and the forest residues were not given any consideration. All the forest residues generated from sawlog processing were usually piled near the log landing area. Piles consisted of tops, chunks, branches, broken logs, and small-diameter trees.

- **Moderate sorting:** The processed tree tops were sorted into conifer and hardwood piles by the processor. The remaining slash pile generated during processing consisted of chunks, foliage, branches and other broken material were piled separately. This pile was not appropriate to be comminuted by a chipper.

- **Intensive sorting:** Forest residues were processed and sorted into 5 classes (Figure 2):
  - Processed conifer tops: Tree tops processed (foliage removed along the entire length) to the top six inch length.
  - Unprocessed conifer tops: Tree tops were not processed and had branches with leaves and needles still attached on them.
  - Processed hardwood tops
  - Unprocessed hardwood tops
  - Slash pile

A stand inventory was done at 10% sampling intensity (0.10 acre fixed circular plots) using a systematic sampling design. Species, height, and dbh for all standing trees over above three inches were recorded. The stand inventory quantified the stand conditions and evaluated volume (cubic feet per acre), basal area (square feet per acre), and species composition. All three units were clear-cut and both sawlog and biomass components were transported to the landing using a ground-based shovel logging system. The operation spanned over two months during the summer of 2014. All three treatments were operated by the same machine operator and harvesting machines, except for felling. After the harvest, biomass and sawlog piles were randomly scaled and positioned using GPS at the landing.
Data analysis

To calculate delay-free cycle times, a detailed time study was conducted using standard work study techniques (Olsen et al. 1998). Elemental time-motion data were recorded by a centi-minute stop watch for each machine used in the treatments. Additionally, predictor variables hypothesized to affect cycle time were recorded for each cycle element (Table 1). The cost and productivity for harvesting sawlog and biomass components was analyzed separately. Sorting and loading was calculated only for sawlogs.

<table>
<thead>
<tr>
<th>Components</th>
<th>Cycle elements</th>
<th>Recorded predictor variable(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Felling</td>
<td>travel time to tree</td>
<td>trees cut per cycle</td>
</tr>
<tr>
<td></td>
<td>cutting time</td>
<td>tree species</td>
</tr>
<tr>
<td></td>
<td>bunching time</td>
<td>butt-end diameters (inches)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>distance between trees (feet)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>distance to bunch (feet)</td>
</tr>
<tr>
<td>Shovelling</td>
<td>walking to the pile</td>
<td>walking distance (feet)</td>
</tr>
<tr>
<td></td>
<td>swing empty</td>
<td>swinging distance (feet)</td>
</tr>
<tr>
<td></td>
<td>grapple time</td>
<td>distance travelled during swing (feet)</td>
</tr>
<tr>
<td></td>
<td>swing loaded</td>
<td>trees per cycle</td>
</tr>
<tr>
<td></td>
<td></td>
<td>butt-end diameters (inches)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>angle rotation (45, 90, and 180)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>direction of shovel (uphill vs. downhill)</td>
</tr>
<tr>
<td>Processing</td>
<td>swing empty</td>
<td>tree species</td>
</tr>
<tr>
<td></td>
<td>grapple time</td>
<td>butt-end diameters (inches)</td>
</tr>
<tr>
<td></td>
<td>processing sawlog</td>
<td>logs per cycle</td>
</tr>
</tbody>
</table>
Machine rate calculation

Data obtained from scaling log decks and processor dataset were used to calculate the average volume per piece (board feet) required to calculate productivity for each sorting treatment operation. Localized allometric equations were used to calculate the volume of biomass trees. Purchase prices, salvage values, and all other necessary information for the standard machine rate calculation were obtained from the timberland company which owned and operated the equipment (Table 2). Diesel price was set at $3.85/gallon, which reflected local market prices during the study. Hourly machine costs in dollars per scheduled machine hour ($/SMH) were calculated using standard machine rate calculation methods (Miyata 1980). All machinery was assumed to have a 10 year economic life and worked 2200 scheduled machine hours (SMHs)/year with a utilization set at 80 percent.
Table 2: Machine rates and other costs of the equipment used in the treatment, not including support vehicles such as water truck for dust control, fuel truck, and personal vehicles. Assumptions used for machine rate calculations included 2200 SMH (schedule machine hours)/year and 80% utilization. The fuel and labor cost was estimated at $ 3.85/gallon and $47.20/hour respectively. $/PMH (productive machine hours) rates were calculated using the assumptions of 59% fringe benefits, 10% interest, and 3% insurance.

<table>
<thead>
<tr>
<th>Model</th>
<th>Felling and bunching</th>
<th>Primary transportation</th>
<th>Processing</th>
<th>Sorting and loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>John Deere 959K</td>
<td>$ 625,000</td>
<td>$ 500,000</td>
<td>$ 610,000</td>
<td>$ 425,000</td>
</tr>
<tr>
<td>Caterpillar 568</td>
<td>$ 57.95</td>
<td>$ 45.77</td>
<td>$ 56.49</td>
<td>$ 41.76</td>
</tr>
<tr>
<td>John Deere 2454D</td>
<td>10</td>
<td>8</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>John Deere 2954D</td>
<td>$ 177.04</td>
<td>$ 160.53</td>
<td>$ 165.10</td>
<td>$ 135.45</td>
</tr>
</tbody>
</table>

Joint products allocation was used to estimate the cost of primary transportation for the sawlog and biomass components as they were hauled together (Hudson et al. 1990). The unit cost of sawlog harvesting comprised from felling, shoveling, processing, sorting and loading; whereas biomass trees only included cost associated with felling to tree top processing and sorting.

Regression models were developed using IBM SPSS Statistical Software 21. Ordinary least squares estimators were used to predict delay-free cycle time based on predictor variables. Standardized variable comparison was utilized while conducting the analysis (Adebayo et al. 2007). The comparisons for each machine were expected to reflect the differences in cost and productivity due to the treatment irrespective of the variation in stand conditions. A dummy variable was used for representing the unit. The datasets were initially screened for outliers followed by which a scatterplot was developed for each variable to check if the relationships between transformed independent and dependent variables were linear. Several transformation models were developed and compared and the model with higher R2 and which satisfied all conditions was selected. Multi-collinearity was tested using a tolerance value greater than 0.1 and variance inflation factor (VIF) less than 10. ANOVA was performed to determine if there was any difference for species and dbh of trees between subunits within each unit.
Estimating top to slash ratio

As a part of the study, attempts were made to estimate the amount of tops and slash generated (figure 3). Three potential methods that could be utilized to estimate them were:

- Allometric equation to predict the slash and tree tops weight.
- Scaling the tops and slash component to estimate the volume
- Scale tickets obtained from trucks

Figure 3. Demonstrating tops and slash generated from timber harvest units.

For this study, the amount of tops and slash were quantified in a series of steps. The average number of tree-tops generated during processing for tree species were collected from the processor data for each unit. The total number of standing trees was estimated from the stand inventory. These numbers were later used to estimate the potential ratio of tree tops to slash for the harvest units. The dimensions (length and diameter) of the forest residue (tops and slash) scaled from the biomass piles, were utilized to calculate weight of the tree tops. For estimating the weight of the slash generated, local allometric equations for the foliage were used.

3. Results and discussion

A total of 1113, 2052 and 1705 trees (both sawlogs and biomass) were measured from the timber cruise plots assigned for Unit 1, 2 and 3, respectively. Results from ANOVA showed
that there was no significant difference in the dbh between the trees from the different units (p-value= 0.90, 0.21 and 0.83). However, Unit 1 had less than 8% of hardwood trees, therefore this replicate unit was considered as conifer, while Unit 2 and 3 were regarded as mixed stands (Table 3). For determining the average sawlog piece size for the three units, 791 sawlogs were randomly scaled from the log decks.

Table 3. Summary of stand inventory for standing trees having a dbh of one inch onwards for the three units and subunits

<table>
<thead>
<tr>
<th>Unit</th>
<th>Treatment</th>
<th>Area (acres)</th>
<th>Hardwood</th>
<th>Conifer</th>
<th>Total</th>
<th>% of Hardwood*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Basal area</td>
<td>Ave. dbh (inch)</td>
<td>Basal area</td>
<td>Ave. dbh (inch)</td>
</tr>
<tr>
<td>1</td>
<td>No sorting</td>
<td>7.6</td>
<td>0.8</td>
<td>4</td>
<td>17.7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>7.3</td>
<td>2.5</td>
<td>6</td>
<td>29.9</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Intensive</td>
<td>6.5</td>
<td>1.0</td>
<td>6</td>
<td>21.6</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>No sorting</td>
<td>8.1</td>
<td>19.2</td>
<td>6</td>
<td>16.4</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>4.1</td>
<td>22.6</td>
<td>6</td>
<td>19.0</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Intensive</td>
<td>6.8</td>
<td>22.4</td>
<td>6</td>
<td>21.2</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>No sorting</td>
<td>6.8</td>
<td>14.4</td>
<td>7</td>
<td>23.6</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>7.4</td>
<td>13.4</td>
<td>6</td>
<td>19.9</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Intensive</td>
<td>6.8</td>
<td>14.2</td>
<td>7</td>
<td>18.4</td>
<td>7</td>
</tr>
</tbody>
</table>

In general, the standardized comparison model predicted the cycle time for each machine more effectively for the sawlog component than the biomass. The R2 ranged from 0.10 to 0.63. The unit and species were found to be significant for most of the models predicted for the various machines, suggesting that species composition and stand condition within the units influenced the delay free cycle time.

Sawlog and biomass harvesting operations were decoupled, with each machine ahead of the consecutive machine by one week. Decoupling ensured maximum productivity for each machine and avoided a “bottle-neck” in productivity during the operation. The overall cost of
the three forest residue treatments showed that there was a gradual increase from the non-sorting ($97/MBF) to intensive sorting ($106/MBF). This trend was obvious in the processing phase for both biomass component and sawlogs (Table 4).

Table 4. Cost and productivity of the various phases in the integrated timber harvesting operation focused at processing and sorting forest residues. Sawlog components are conifer trees ≥8 inches diameter at breast height (dbh), utilized down to a small-end diameter of 6 inches, eventually sent to sawmills for producing sawlogs. Biomass components are trees between 3 and 8 inches dbh for conifers and all hardwood species from 3 inch upwards.

<table>
<thead>
<tr>
<th>Sawlog</th>
<th>No sorting</th>
<th>Moderate</th>
<th>Intensive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost</td>
<td>Productivity</td>
<td>Cost</td>
</tr>
<tr>
<td></td>
<td>$/MBF</td>
<td>MBF/ PMH</td>
<td>$/MBF</td>
</tr>
<tr>
<td>Feller Buncher</td>
<td>$13.28</td>
<td>13.3</td>
<td>$12.46</td>
</tr>
<tr>
<td>Shovel*</td>
<td>$45.68</td>
<td>2.3</td>
<td>$47.43</td>
</tr>
<tr>
<td>Processor</td>
<td>$18.98</td>
<td>8.7</td>
<td>$21.97</td>
</tr>
<tr>
<td>Loader-loading</td>
<td>$12.64</td>
<td>10.7</td>
<td>$12.31</td>
</tr>
<tr>
<td>Loader-sorting</td>
<td>$6.18</td>
<td>21.9</td>
<td>$6.08</td>
</tr>
<tr>
<td>Total</td>
<td>$96.76</td>
<td>$100.24</td>
<td>$106.19</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Biomass</th>
<th>No sorting</th>
<th>Moderate</th>
<th>Intensive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost</td>
<td>Productivity</td>
<td>Cost</td>
</tr>
<tr>
<td></td>
<td>$/BDT</td>
<td>BDT/ PMH</td>
<td>$/BDT</td>
</tr>
<tr>
<td>Feller Buncher</td>
<td>$6.05</td>
<td>29.2</td>
<td>$5.28</td>
</tr>
<tr>
<td>Shovel*</td>
<td>$11.16</td>
<td>0.6</td>
<td>$11.59</td>
</tr>
<tr>
<td>Processor</td>
<td>$14.06</td>
<td>11.7</td>
<td>$14.98</td>
</tr>
<tr>
<td>Total</td>
<td>$31.27</td>
<td>$31.85</td>
<td>$33.87</td>
</tr>
</tbody>
</table>

*cost evaluated by joint product allocation
MBF- Thousand board foot, ODT- Oven dry ton, PMH- Productive machine hour.

The additional time to process and sort the tree tops generated while processing sawlogs increased cost by $10/MBF (approximately 30%) from non- to intensive sorting treatments. For the same, the cost difference for the biomass component was around $3/BDT. Although there was a difference in total cost attributed to processing, our analysis showed that 30- 59% of the total cost was actually from the shovel operation. This indicates that primary transport was still the greatest influence in the total cost, not processing. For the biomass component, the processing constituted about 45 to 51% of the total cost and was the most expensive component of the operation. During field data collection, the decrease in productivity from no sorting to intensive sorting was explicit.

Felling

Unlike conventional felling operation conducted in the region, biomass and sawlog trees were bunched into different piles. There were two operators and machines during study. Unit 1 and 2 were felled by one operator while the third unit was felled using a different operator and machine. However, the feller-buncher machines used for all units were of similar model and make. A total of 2566 observations were taken from the three units. Travel time to the tree for felling constituted the longest time component within the feller buncher’s delay free cycle and ranged between 36 to 52 %. The results from the productivity analysis showed that there was no trend among the three treatments (sub-treatment) and units for both sawlog and biomass components (Table 7).

Shovel

The primary transportation was done using a shovel machine equipped with a log grapple. GPS technology was used to determine the positions for all 93 of the log decks and a total of 1009 delay free cycle times were captured from the three units. The average delay free cycle time for each swing was approximately 31 seconds. The swing loaded time had the largest share in the cycle (approximately 37%) and was highly influenced by the orientation of placement of the tree within the bundle. On an average 3.6 trees were hauled in a single swing and the average swing distance was around 59 ft for all the units. For Unit 1, 51% of the logs were downhill shoveled and the remaining up hill. Most of the subunits in Unit 3 were downhill shoveled (68%), and all but two decks in Unit 2 were downhill.
Joint product allocation was used to derive cost because often biomass and sawlogs trees were shoveled in the same bunch. Towards the landing, biomass and sawlogs were separated into different piles. The shoveling cost largely depended on the average yarding distance.

**Processing**

The processor was integral to the study as it was responsible for processing and sorting the forest residues. A total of 1583 outlier free observations were taken from the three units and treatments combined. In general, it took more time to process hardwood (tanoak) species compared to conifers. This trend has been observed in other studies too (Kluender et al. 1997; Hiesl 2013). The average delay free cycle time averaged 34, 38 and 43 seconds for no, moderate and intensive sorting treatments, respectively.

![Figure 4. Average delay free cycle time component for the processor activities (both sawlog and biomass components) in forest residue processing and sorting study.](image)

Total cost differences between the three treatments could be associated to the differences in processing productivity and cost, as other components of the operation did not show any such trend. The high cost of processing for the sorted treatment was primarily due to the extra time required to process and sort the biomass materials into different piles (figure 4). Whereas in the no sorting treatment, all the wood residues generated during sawlog processing were stacked into a single pile. However, the hardwood (biomass component) was processed for energy feedstock in the no sorting treatment subunits. The sorting treatment further
required extra space at the landing for deck the biomass materials in addition to the sorted logs. The cost difference between the treatments was much more for the mixed units (Unit 2 and 3) compared to the conifer unit (Unit 1), where more space was required to pile both conifer and hardwood forest residues separately. Additionally, processing cost differed between conifers and hardwood units for the no sorting treatment and averaged $18.53 and 21.03/MBF, respectively.

Assessment of slash and tops

One of the managerial advantages related with sorting of forest residues was the reduction in the amount of the slash pile by taking out the tree tops. Our results showed that the total amount of tops ranged from 19 to 25% among the treatments (Table 5). The amount of tops and slash generated is directly related to:

- The minimum diameter of the sawlogs processed. For this calculation 6 inch small-end diameter was considered as the minimum diameter for sawlog.
- Acreage of the unit.
- Species processed (hardwood versus conifer). Certain trees have huge branches which increases the percentage of slash.
- Density of the trees in the stand.
- Biomass trees in the stand.

<table>
<thead>
<tr>
<th>Table 5. Amount of slash and tops generated from the timber harvesting units.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage (%)</td>
</tr>
<tr>
<td>Tops</td>
</tr>
<tr>
<td>Unit 1</td>
</tr>
<tr>
<td>Unit 2</td>
</tr>
<tr>
<td>Unit 3</td>
</tr>
</tbody>
</table>

Mixed species units (Unit 2 and 3) showed same trends with the percentage of slash and tops generated for both sawlog and biomass components. This was because the hardwood species had a high top to slash ratio, suggesting that more tops was produced per tree compared to slash. However, tree forks in hardwood species and chunks generated during the sawlog processing were not considered for the study, which could potentially increase the percentage of tops.
Loading and sorting

In general, there were no trends observed in the productivity between the various treatments and the delay free cycle averaged 30 seconds and 21 seconds for loading and sorting respectively. On average, it took 14 minutes for the loader to load a sawlog truck. For unit 2 and 3, which had two additional biomass piles from hardwood, more time was spent on sorting. Additionally, it was observed that the loading cycle times depended on the availability of landing space. During sorting and loading, the loader did not handle any biomass component; therefore this phase was limited to the sawlogs.

Implication on management and the timber harvesting operation

Processing and sorting of biomass trees are common to regions where there are pulp markets. However in northern California there is limited demand and interest for woody biomass except as feedstock to power plants operating. Conventionally, biomass trees harvested are spread within the unit and are used as a slash mat by the harvesting machines to minimize soil compaction (Oneil and Lippke 2009). Even though these slash mats are recoverable the biomass can be contaminated. In this context, the sorting of forest residues facilitates chipping operations which generally generate higher quality comminuted feedstock of uniform size distribution which could be utilized for BCTs (Han et al. 2015). These products are of higher value and could create additional income for land owners. Therefore it is possible that the additional cost incurred by sorting and processing forest residues could be compensated by the income generated from these value added products. Processing and sorting of forest residues also reduces the cost of site preparation for replanting, as a major amount of the tops and broken sawlogs are taken out from the slash pile resulting in smaller slash piles. This also results in a reduction of biomass burned in the woods. From an operational point of view, forest residues are easier to handle when sorted than piled together.

4. Conclusions

This study showed that the cost of processing and sorting biomass trees and tops generated from sawlog harvesting had little effect on the overall cost of the operation. Sawlog and biomass harvesting among the three sorting treatments were very comparable in productivities and costs. However, the processing cost increased 30% from the no sorting to intensive sorting. The overall cost of sorting and processing was less impacted by processing because a major share of the operational cost was incurred by primary transportation.
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Slash pile burning, which involves gathering the slash and subsequently burning it in piles, is a very effective slash disposal method. Open burning (in piles or broadcast burning) within the harvested site is the usual and frequently the only economic method of disposal for a significant quantity of the excess woody waste biomass throughout much of the western United States. The utilization of biomass material for energy production is an appealing outlet for biomass disposal that can provide benefits in helping meet the objectives of density management, forest health, and fire hazard reduction. This study investigated processing the woody biomass waste piles for use as fuel instead of burning them. At each landing slash pile location, a 132 kW excavator with grapple was used to transfer the piles into a horizontal grinder (522 kW). Economies of scale can be expected when grinding a larger pile, while the efficiency of a loading operation may be diminished. Therefore, three piles, i.e., ‘Small (Length: 20 m; Width: 15 m; Height: 4 m),’ ‘Medium (L: 30 m; W: 24 m; H: 4 m),’ and ‘Large (L: 35 m; W: 30 m; H: 4 m)’ piles, were ground and the operations were time-studied. As a result, grinding the ‘Medium’ pile was found to be the most productive, 31 BDT/PMH0, thereby suggesting that there might be an optimum size of slash pile for a grinding operation

Keyword: California, fuel reduction, horizontal grinder, slash pile, time study

1. Introduction

1.1 Backgrounds

Increasing fierce wildfires is currently one of the severest problems in the western United States. To make matters worse, California is now in the fourth year of one of the state’s worst droughts in the past century. Under natural fire conditions, a proper amount of thinning was effected and the remaining trees were thereby given a better chance to mature. Furthermore, it is said that forest thinning may increase water yield from the Sierra Nevada, California (Downing 2015). However, after a century of fire suppression, California forests are denser and have fewer large trees, that is, from the 1930s to the 2000s, the number of large
trees in the Sierra Nevada decreased by half while the density of small trees doubled. Severe fires are increasing in frequency and size throughout the Sierra Nevada, and regeneration is not a given for severely burned forests where seed trees have been killed across large areas (Kocher 2015). Despite the potential for long-term negative impacts, large-tree removal is still common throughout the United States. Removing all large trees without planning to replace them with either planted or naturally regenerated younger trees is widely thought to have negative consequences on a forest’s productivity and species composition. York (2015) reported from a long-term study at the Blodgett Forest Research Station (BFRS), the Center for Forestry, the University of California, Berkley that large-tree removal resulted in more species change, with white fir increasing in the canopy and ponderosa pine decreasing.

Fuel reduction operations (prescribed fire, mechanical treatment, mechanical plus fire) are effective to reduce the risk of high intensity wildfire and return forests to a more fire-resilient landscape (North et al. 2012). From this point of view, Hartsough et al. (2008) analyzed that gross costs of mechanical treatments were more expensive than those of prescribed fire, but net costs of mechanical treatments after deducting the values of harvested products were, on most sites, less than those of fire. The mechanical-plus-fire treatment was the most effective, followed by fire-only, at reducing the modeled severity of wildfire effects under extreme weather conditions. The effectiveness of mechanical-only treatments depended on how much surface fuel remained on site. A whole-tree harvesting system removed the tops and limbs along with the felled trees, thereby reducing potential fire severity more than methods which left slash and/or masticated material within the stands. Stephens et al. (2009) demonstrated that some of carbon (C) stored on site should be removed using active treatments, including prescribed fire, mechanical thinning from below, and mastication, thereby reducing total stored C in the short term but increasing fire resistance in the long term, which is the more prudent approach to storing C over the long term in the ecosystems of fire-prone dry coniferous forests of the western United States that burned frequently.

1.2 Blodgett Project entitled “Forest Biomass Diversion in the Sierra Nevada”

Current business as usual activities for biomass disposal in much of the Sierra Nevada include pile and burn, mastication, and drop/scatter techniques. The utilization of biomass material for energy production is an appealing outlet for biomass disposal that can benefit objectives of density management, forest health, and fire hazard reduction. In the previous study, the Placer County Air Pollution Control District (PCAPCD) and the Sierra Nevada Conservancy demonstrated significant air emissions reduction through the diversion of forest
biomass that was scheduled for open pile burning (Springsteen 2011). In this project, as a next step, the PCAPCD sponsored a research that tracked the economic costs and air emissions generated from the collection, processing, and transport of forest harvest residuals generated at the BRFS in 2012, with the objective of quantifying the emissions reductions gained from utilizing the biomass for energy production compared to open pile burning (Figure 1).

![Figure 1. Open pile burning](image1)

![Figure 2. Grinding operation](image2)

The market value of forest biomass was not sufficient to cover 100% of the forecasted costs to collect, process, and transport material to the Buena Vista Biomass Power (BVBP) facility, the nearest biomass power generation facility located near Ione, California so the PCAPCD offset the cost differential between the forest biomass market value and actual costs of collection, processing, and transport. A forest biomass processing contractor, the Brushbusters Inc., was retained to process and transport six woody biomass waste piles for use as fuel in the BVBP facility. In order to monitor equipment operating costs and efficiencies as well as equipment air emissions, the authors of this paper investigated processing the woody biomass waste piles. At each landing slash pile location, an excavator with grapple was used to transfer the piles into a horizontal grinder (Figure 2).

Economies of scale can be expected when grinding a larger pile, while the efficiency of a loading operation may be diminished. With respect to the impact of slash pile size, Seymour and Tecle (2004 and 2005) studied the impact on soil physical properties and chemical characteristics by burning, while that on biomass moisture change has been also tested (e.g., Kim and Murphy 2013, Lin and Pan 2013). Relationship between the slash pile size and the productivity of a grinder, however, has been discussed little so that three piles, i.e., ‘Small,’ ‘Medium,’ and ‘Large’ piles, were ground and the operations were time-studied by using a
similar protocol used by the authors of this paper (e.g., Hartsough and Nakamura 1990, Yoshioka et al. 2002, 2006a, and 2006b).

2. Materials and methods

The BFRS, 1,198 ha (2,961 acres) of Sierra Nevada forest land locates east of Georgetown, California. Woody biomass waste piles at the BFRS included tree tops, limbs, and small trees. The piles were generated from thinning treatments in mixed conifer plantations during the summer of 2012. The treatment objectives were to reduce fire hazard, increase average tree vigor, and increase species diversity. Operations were typical of those in the Sierra Nevada, where young and dense forests have developed following wildfires or even-aged harvests. Plantations were thinned to an average of 272 trees per ha (110 trees per acre) from pre-treatment stocking levels of 549 trees per ha (222 trees per acre). Four plantations were thinned, covering a total of approximately 32 ha (80 acres). Because smaller trees were preferred for removal, average stem diameter (for residual trees) at breast height (DBH) increased from 30.2 to 33.3 cm (11.9 to 13.1 inches). Sawlogs greater than 15.2 cm (6 inches) diameter on the small end and at least 3.05 m (10 feet) long were transported to a sawmill for processing into lumber products. Unmerchantable trees (too small to process into sawlogs) plus the tops and limbs of merchantable trees were piled at landings adjacent to roadside for disposal by open burning. The overall size of the piles generated were typical of thinning operations in young and mature forests, with bulk volume averaging 1,784 m3 (63,000 ft3) per pile.

At each BFRS slash pile, an excavator with grapple was used to transfer the waste material into a horizontal grinder. Wood chips from the grinder were conveyed directly into chip vans, and transported to the BVBP facility, typically a 105 km (65 mile) one-way trip. Due to road construction projects and detours, the actual one-way distance averaged about 127 km (79 miles) one-way. Equipment and engines used for the chipping and transport operations (Table 1) were sized for scale of operations that a medium or large landowner might consider. Landing piles for the project contained at least 100 green tons (GT) of biomass wastes (the equivalent of 4 chip vans each holding 25 GT). All biomass received at BVBP has been chipped prior to transport since BVBP does not have fuel processing equipment on site. Brushbusters’ operations, grinder, excavator, and chip vans, were carefully observed and tracked including total operating hours, productive operating hours, diesel fuel use, biomass production, and miles traveled. The following equipment cost factors were used based on current contractor bid rates: grinder: $450/hr; excavator: $175/hr; chip van: $90/hr.
Table 1. Equipment and engines for biomass processing

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Horizontal grinder</th>
<th>Excavator with grapple</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vendor, model</td>
<td>Bandit, Beast 3680</td>
<td>Link-Belt, 290 LX</td>
</tr>
<tr>
<td>Engine, horsepower</td>
<td>Caterpillar C18 Tier III, 522 kW</td>
<td>Isuzu CC-6BG1TC, 132 kW</td>
</tr>
<tr>
<td>Length</td>
<td>11,890 mm</td>
<td>10,410 mm</td>
</tr>
<tr>
<td>Width</td>
<td>2,845 mm</td>
<td>3,400 mm</td>
</tr>
<tr>
<td>Height</td>
<td>4,115 mm</td>
<td>3,270 mm</td>
</tr>
<tr>
<td>Weight</td>
<td>28,122 kg</td>
<td>29,211.4 kg</td>
</tr>
<tr>
<td>Capacity</td>
<td>890 mm</td>
<td>-</td>
</tr>
<tr>
<td>Infeed conveyor</td>
<td>6,110 mm x 1,520 mm</td>
<td>-</td>
</tr>
<tr>
<td>Maximum reach</td>
<td>-</td>
<td>10,540 mm</td>
</tr>
</tbody>
</table>

For analyzing the relationship between the slash pile size and the productivity of a grinder, three piles, i.e., ‘Small (Length: 20 m; Width: 15 m; Height: 4 m; 51 bone dry tons (BDT))’, ‘Medium (L: 30 m; W: 24 m; H: 4 m; 123 BDT)’, and ‘Large (L: 35 m; W: 30 m; H: 4 m; 174 BDT)’ piles, were picked out from total 6 piles for process and transport, and grinding operations were time-studied. The element operations of the excavator monitored were as follows: loading (grabbing and pivoting); unloading (releasing and pivoting); shaking waste material off; waiting for the grinder’s swallowing of material; pushing material into the grinder; reorienting or repositioning material from the pile; loading with moving; unloading with moving.

Table 2. Results of the time study

<table>
<thead>
<tr>
<th>Element operation</th>
<th>Pile</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Time (sec)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>Avg. (sec)</td>
<td>Std. Dev. (sec)</td>
</tr>
<tr>
<td>Loading</td>
<td></td>
<td>3484</td>
<td>9.70</td>
<td>5.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>359</td>
<td>9.66</td>
<td>4.29</td>
</tr>
<tr>
<td>Unloading</td>
<td></td>
<td>3114</td>
<td>8.13</td>
<td>3.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>383</td>
<td>8.04</td>
<td>2.50</td>
</tr>
<tr>
<td>Shaking</td>
<td></td>
<td>92</td>
<td>6.57</td>
<td>3.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>6.33</td>
<td>2.50</td>
</tr>
<tr>
<td>Waiting</td>
<td></td>
<td>479</td>
<td>2.01</td>
<td>3.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29</td>
<td>2.9</td>
<td>2.84</td>
</tr>
</tbody>
</table>
## 3. Results and Discussion

During the period of August 20, 2013 through September 4, 2013 on eight separate work days, 601 BDT (928 GT) of forest slash from BFRS were collected, processed, and transported by Brushbusters for energy use to BVBP. This comprised a total of 37 separate chip van loads, with each delivery averaging 16.3 BDT (25.1 GT).

### 3.1 Relationship between the slash pile size and the productivity of a grinder

Results of the time study are shown in Table 2. The times of loading and shaking will be shorten by improving the piling method such as orienting the tops and limbs so that they can most readily be fed into the grinder. Modifying the infeed conveyor of the grinder, e.g., extending its length, will improve the times of waiting and pushing. With respect to the impact of slash pile size, the average times of loading and unloading were not influenced by the pile size. On the other hand, the frequency and the average time of reorienting or repositioning were increased and lengthened, respectively, as the size of pile bulked up. Percentages of the time of reorienting or repositioning to the total observed were also proportional to the pile size (Figure 3).

<table>
<thead>
<tr>
<th></th>
<th>Avg. (sec)</th>
<th>Std. Dev. (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pushing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (sec)</td>
<td>16.52</td>
<td>18.06</td>
</tr>
<tr>
<td>n</td>
<td>132</td>
<td>168</td>
</tr>
<tr>
<td>Avg. (sec)</td>
<td>7.67</td>
<td>4.83</td>
</tr>
<tr>
<td>Reorienting or repositioning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (sec)</td>
<td>52</td>
<td>1056</td>
</tr>
<tr>
<td>n</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>Avg. (sec)</td>
<td>17.33</td>
<td>96.00</td>
</tr>
<tr>
<td>Loading with moving</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (sec)</td>
<td>100</td>
<td>201</td>
</tr>
<tr>
<td>n</td>
<td>13</td>
<td>29</td>
</tr>
<tr>
<td>Avg. (sec)</td>
<td>7.69</td>
<td>6.93</td>
</tr>
<tr>
<td>Unloading with moving</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (sec)</td>
<td>185</td>
<td>464</td>
</tr>
<tr>
<td>n</td>
<td>18</td>
<td>47</td>
</tr>
<tr>
<td>Avg. (sec)</td>
<td>10.28</td>
<td>9.87</td>
</tr>
<tr>
<td>Std. Dev. (sec)</td>
<td>2.31</td>
<td>732.85</td>
</tr>
<tr>
<td>Std. Dev. (sec)</td>
<td>2.31</td>
<td>126.17</td>
</tr>
<tr>
<td>Std. Dev. (sec)</td>
<td>2.31</td>
<td>3.19</td>
</tr>
</tbody>
</table>

Total: 8519, 14408, 25545

---
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Results of the time study per BDT (Figure 4) show that grinding the ‘Medium’ pile was the most productive, 31 BDT/PMH0 (= 123 BDT / 14,408 sec x 3,600 sec/hr), thereby suggesting that there might be an optimum size of slash pile for a grinding operation. The Nordic guidelines stating the preferable size is 20-30 meters length of at maximum 4 meters height may assist this result (Nilsson 2009). The weights of slashes per loading were calculated to be 0.14 BDT/time (= 51BDT / 359 times), 0.22 BDT/time (= 123 BDT / 550 times), and 0.22 BDT/time (= 174 BDT / 802 times) when grinding ‘Small,’ ‘Medium,’ and ‘Large’ piles, respectively, which suggests that reorienting or repositioning material from the pile could make the amount of slashes per loading increase and the productivity of the grinder raise. However, reorienting or repositioning from too large pile may take too much time, resulting in the decline in the overall operational efficiency.
3.2 Economics of forest biomass waste processing and transport

The total delivered cost of $70/BDT was almost equally split between collection and processing at $34/BDT and transporting to the BVBP facility at $36/BDT (Table 3).

Table 3. Economics of forest biomass waste processing and transport

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Unit operation cost ($/operating hour)</th>
<th>Avg. operating time(hr/day)</th>
<th>Production rate (BDT/machine-day)</th>
<th>Total cost ($/BDT)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>75.1</td>
<td>22.8</td>
</tr>
<tr>
<td>Delivered</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grinder</td>
<td>450</td>
<td>3.8</td>
<td>75.1</td>
<td>22.8</td>
</tr>
<tr>
<td>Excavator</td>
<td>175</td>
<td>4.8</td>
<td>75.1</td>
<td>11.2</td>
</tr>
<tr>
<td>Chip van</td>
<td>90</td>
<td>8.0</td>
<td>20.3</td>
<td>35.5</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>69.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Projected for 30-mile one-way haul distance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grinder</td>
<td>400</td>
<td>5.0</td>
<td>95.0</td>
<td>21.1</td>
</tr>
<tr>
<td>Excavator</td>
<td>160</td>
<td>5.0</td>
<td>95.0</td>
<td>8.4</td>
</tr>
<tr>
<td>Chip van</td>
<td>85</td>
<td>9.0</td>
<td>48.9</td>
<td>15.6</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>45.1</td>
</tr>
</tbody>
</table>

Production rates were less than expected due to lack of full time availability of chip vans to the grinder landings. This was due to the following considerations:

- BVBP was not in commercial operation and curtailed the hours they were accepting fuel deliveries. In many cases, trucks had to be parked loaded overnight rather than complete a one day round trip;
- Public road construction activities caused transport delays and slowdowns, resulting in average chip van transport speeds of only 50 km/hr (31 mph);
Need to clear trees and brush from BFRS spur roads and landings to allow van access.

Three to four separate chip vans were used each day for hauling. Each chip van averaged only 1.25 delivered loads per day rather than the potential 2 loads per day for the round trip distance of 254 km (158 miles).

The restrictions on hauling also affected the activities at the landing, as three to four trucks each day and an average of little more than a load per truck-day, the trucks were capable of transporting only 4.6 vanloads per day on average, and therefore the grinder was limited to this amount and operated only 3.8 hr/day. By remedying the unusual problems with transport and increasing loads per truck to two per day (and utilizing four trucks each day), grinder output can be increased to 8 loads per day. As shown in the table above, this would reduce the total cost for grinding and transport to about $45/BDT, which was the competitive market value at the time of the project for biomass sourced from timber harvest residual in the central Sierra Nevada region. To achieve this, the breakeven transport distance would need to average approximately 48 km (30 miles) or less, one-way.

Other factors also limited grinding productivity. For example, the processing residues had been piled with intention of burning rather than grinding them, therefore no attention was paid to orienting the tops so that they could most readily be fed into the grinder. This is reflected in results of time-motion study mentioned above, which found the grinder to be actively processing material during only 2.5 hr/day, while the grinder engine actually operated for 3.8 hr/day, based on readings of the engine meter. In addition, the excavator operated for 4.8 hr/day. During much of the times beyond the 2.5 hours of active grinding, the grinder was idling while the excavator was reorienting or repositioning material from the pile so that it could be effectively fed to the grinder (some of the extra time for the excavator was spent moving the grinder and excavator from landing to landing and preparing the spurs at the residue piles).

4. Conclusions

An optimum size of slash pile from the point of view of a grinding operation will be discussed further by simulation since the demand of forest residuals for power generation are rapidly increasing in Japan with the purpose of selling the electricity in a higher price using a ‘Feed-in Tariff’ scheme.
Concerning the other results derived from the Blodgett Project, it was demonstrated that utilization of biomass from these large debris piles can result in energy and air quality benefits:

- Energy (diesel fuel) expended for processing and transport was 2.5% of the biomass fuel (energy equivalent);
- Based on measurements from a large pile burn, air emissions reductions of 98-99% for PM$_{2.5}$, CO, NMOC, CH$_4$, and BC, and 20% for NO$_X$ and CO$_2$-equivalent greenhouse gases.
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Abstract

Logging operations are usually one of the most difficult, costly and time consuming activities among forest operations. Thus, logging operation should be well planned and factors that affect operation productivity should be evaluated prior to field applications. This issue becomes even more important in mountainous areas with steep slope such as Eastern Mediterranean region of Turkey. In this study, productivity of ground-based logging operation was investigated in a Mediterranean city of Osmaniye in Turkey. The time study was conducted during a thinning operation in a Brutian Pine stand. The average ground slope on the study area was measured as 35%. During logging operation, tree length logs were skidded from stump to road side landings by a rubber-tired farm tractor. It was found that the loaded travel time was the most time consuming work stage (36.22%) during skidding operation. The results indicated that the average productivity was 2.26 m³/hr for an average skidding distance of 110 m. The operation productivity was not very high since full tree method was implemented during a thinning operation and single tree was skidded in each trip. The average tree volume per turn was computed as 0.19 m³. Besides, heavy terrain conditions due to frequent rainfalls in the region negatively affected mobility and maneuverability of rubber-tired tractor during skidding operation.

Keyword: Logging operations, wood production, Mediterranean Region, Brutian Pine

1. Introduction

The timber extraction can be defined as transportation of wood based products from stump to landing area as in logs, tree length, or full tree. This operation can be performed by utilizing several methods based on terrain conditions, side slope, machine availability, product
size and types. According to previous studies, the cost of timber extraction is up to 50% of the total timber production costs. Besides, this amount can increase as skidding or forwarding distance increases (Büyüksakallı, 2010).

In Turkey, more than half of the forest lands are on steep terrain, which makes it difficult to utilize ground-based mechanized harvesting systems. The most common equipment used in mechanized harvesting is tractor which is employed to extract about 10% of the timber in Turkey. Modified and reinforced farm tractors are also commonly used for skidding, winching, loading and transportation operations (Öztürk and Akay, 2007).

Tractor logging is very common method for extraction of timber in many countries, especially in productive forests. The productivity of tractor logging highly depends on road network density in the forest. If road density is not adequate, logging managers should consider locating skidding roads in harvesting unit (Erdaş, 2008).

The tractors used for logging operation can be classified under two groups: farm tractors that are modified to be utilized in forest operations, and forest tractors (skidders) which are solely built for forest operations. The farm tractors can operate on 5-30% ground slope, while skidders can run up to 40% slope (Büyüksakallı, 2010). However, modified and reinforced farm tractors have been successfully employed in many forest operations such as skidding, forwarding, winching, cable yarding, and loading (Öztürk and Akay, 2007).

Logging operations are difficult, costly, and time consuming activities among forestry activities. Therefore, the main factors that affect productivity of logging operation should be carefully evaluated. Timber extraction planning is very important in mountainous areas with steep slope such as Eastern Mediterranean region of Turkey. In this study, productivity of ground-based logging operation was investigated in a Mediterranean city of Osmaniye in Turkey. The time study was conducted during a thinning operation in a Brutian Pine stand.

2. Material and Methods

2.1. Study Area

The study area is selected from Osmaniye Forest Enterprise Chief at Osmaniye Forest Enterprise Directorate located in Mediterranean city of Adana, Turkey (Figure 1). Total area of the Chief was 30111 ha in which the forested area was 8027.5 ha (productive forest: 7706 ha and coppice forest: 321.5 ha). The stand characteristics were listed in Table 1. The dominant species in the area was Brutian Pine. The timber extraction was performed in Forest
Compartment 109 by using a farm tractor. The specifications of the tractor are shown in Table 2.

Figure 1. Study area

<table>
<thead>
<tr>
<th>Forest Compartment</th>
<th>Tree Species</th>
<th>Silvicultural treatment</th>
<th>Elevation</th>
<th>Aspect</th>
<th>Ground Slope (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>109</td>
<td>Brutian pine</td>
<td>Thinning</td>
<td>310</td>
<td>Northeast</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 2. Technical specifications of the tractor

<table>
<thead>
<tr>
<th>Specifications</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Fiat 70-56</td>
</tr>
<tr>
<td>Engine Power</td>
<td>70 HP 3613 (cm$^3$)</td>
</tr>
</tbody>
</table>
2.2. Time Study

Time data collected during skidding operation were recorded into data tables. In order to prevent any bias, data collection was done during regular work performance. The operation was followed from a location where operation could be seen and controlled easily. Repetition method was used in the time study in which chronometer was run for each work stage separately. The work stages evaluated during time study were listed below:

- Moving in empty: The time of moving from landing to stump
- Setting chokers: The time of setting chokers around logs
- Moving back loaded: The time of skidding logs from stump to landing
- Unloading logs: The time of unloading logs at landing

The full tree method was implemented during logging operation (Figure 2). The cycle time and work stages were recorded for 30 turns with average skidding distance of 110 meters. The tractor skidding was divided into four main work stages. The operation started with unloaded travel of the tractor to the harvesting site. At the sump, cut trees were hooked up to the tractor by setting chokers at the trees. Then, tractor maneuvered at the stump and moved back to landing. Finally, logs are released from the chokers at the landing area. The variables (wsi) were defined for work stages and time spent for each stage was recorded in minutes:

\[
ws_1 = \text{moving in empty}
\]
\[
ws_2 = \text{setting chokers}
\]
\[
ws_3 = \text{moving back loaded}
\]
\[
ws_4 = \text{unloading logs}
\]
\[
ws_5 = \text{delay time}
\]

The time spent on resting, maintenance, and unexpected stoppages were also included into total cycle time (CT) as a delay time (ws5) component:

\[
CT \ (\text{minutes}) = ws_1 + ws_2 + ws_3 + ws_4 + ws_5
\]
3. Results and Discussion

In this study, the productivity of ground-based logging operation was investigated in a Mediterranean city of Osmaniye in Turkey (Figure 3). The time study was conducted during a thinning operation in a Brutian Pine stand where the average ground slope was 35%. During logging operation, full trees were skidded from stump to landing area by a rubber-tired farm tractor.

The cycle time and work stages were recorded for 30 turns during timber extraction. Summary table with average values was indicated in Table 3. The results indicated that the skidding road slope in the study area varied from 3% to 27%. The average skidding distance was 109 m, with the range of 67-144 m. The average load per turn was computed as 0.19 m³.
It was found that the loaded travel was the most time consuming work stage (36.22%) during skidding operation, followed by moving in empty (33%) (Table 4). The similar results were reported by Öztürk (2001) where the most time consuming work stage during a tractor logging operation was loaded travel (26.99%) and followed by moving in empty (23.43%). The task of releasing chokers from the logs was the least time consuming work stage (8.05%). The results indicated that the average productivity was 2.26 m³/hr for an average skidding distance of 110 m. Figure 4 indicates the graphical representation of work stages in percentages.
The results indicated that productivity of a farm tractor was low comparing with skidding by skidders which have higher load capacity and pulling power. Öztürk (2009) reported that productivity of a skidder (MB Trac 900) was about 8.7 m³/hr for an average skidding distance of 105 m. The other reason of low productivity rate was that full tree method was implemented during a thinning operation and single tree was skidded in each trip.

According to previous studies, the productivity may also decrease as skidding distance increases (Büyükşakalli, 2010). In fact skidding distance can be the most important variable since it may affect cycle time more than any other variables. Thus, if the skidding distance increases, travel time will increase accordingly (Akay et al., 2004). Besides, if ground slope on the skid trail is steep, the tractors have to travel with lower speed, which leads to higher cycle time.
4. Conclusions

In mountainous regions, timber extraction activities can be the most costly and time consuming forest operation. The logging managers should develop an optimum logging plan by considering all the important factors that affect operation productivity. In this study, a time study was conducted to investigate the productivity of ground-based logging operation with farm tractor in a Mediterranean city of Osmaniye in Turkey.

The results indicated that the average productivity of skidding operation was 2.26 m3/hr for an average skidding distance of 110 m. The operation productivity was not very high since full tree method was implemented during a thinning operation where relatively small-size single tree was skidded in each trip. The results indicated that two stages including loaded travel and moving in empty are the most time consuming activities during tractor logging operation. Skidding distance and ground slope are the main factors that affect logging productivity.

In Turkey, the tractor logging systems have been increasingly used especially in the regions with intensively managed forests. Therefore, determination of the main factors affecting productivity is very important for logging managers to develop cost effective mechanized harvesting systems. It is expected that assessment of operation productivity presented in this study may assist logging managers to predict productivity for the tractor logging systems. Other important factors that are not aimed to include in this study such as operation cost, road costs, worker safety, and environmental costs should be also considered in future studies to determine optimum logging systems.
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Due to the greater demand in bioenergy and bio-based products, feedstock supply chain optimization is critical to decrease the logistics costs. As a primary phase in the biomass feedstock supply logistics, the storage of harvested biomass can directly affect transportation cost, biomass quality and its combustion efficiency. A model structured with linear programming was developed to determine an optimized biomass pre-processing, storage, and transportation strategy. The optimization model was applied in a simulated case study for an energy plant in Michigan. The results indicated that lower supply chain logistics costs and higher feedstock quality could be achieved by applying an optimized supply chain strategy while simultaneously meeting the feedstock user’s demand. The sensitivity analysis indicated that transportation distance had no impact on the supply chain logistics strategy. The additional profit brought by higher quality biomass can offset the increased transportation cost for up to 151 miles. Through biomass MC increases, logging residue pile is always the preferred storage method. The impact of biomass moisture content (MC) is concluded to be more significant when it is higher. Through the increase of biomass MC, more biomass is required to satisfy the same energy demand. In average, every 1% increase in biomass MC can result in $760.68 increase in total cost and 52.1 more green tons biomass to satisfy the four-month energy demands.

1. Introduction

As a carbon neutral and renewable fuel, forest-based biomass has gained popularity in recent years and has been commonly used by independent power plants to generate energy in U.S (Biomass Energy Resource Center, 2011). 541 Exajoules (EJ) energy was consumed in the world during 2010, and about 9% of the energy consumption was generated from woody
biomass (IEA, 2013; Lauri et al., 2014). Due to the ever-increasing demand of bioenergy, the number of biomass power plants will be steadily increasing (Berndes et al., 2003; Jager-Waldau and Ossenbrink, 2004). The increasing number of power plants will bring more restrictions and higher complexity for the management of the woody biomass supply chain (Rönnqvist, 2003). In addition, the relatively scattered locations of the power plants will largely increase the transportation distances and costs for forest biomass (Rauch and Gronalt, 2010; Tahvanainen and Perttu, 2011; Alam et al., 2012). Therefore, supply chain optimization for biomass-based power plants is becoming an important research area (Tallaksen and Simo-Kush, 2014).

With the development of computational tools, mathematical models for optimization were widely used to implement cost-effective biofuel production (Macmillan, 2001; Mentzer, 2001; Rönnqvist, 2003; Gunnarsson et al., 2004; Bredströ̈m, 2004). As biomass transportation cost accounts for the largest part of the total cost, the developed optimization tools primarily focus on two categories: location selection and biomass transportation cost reduction (Eriksson and Björheden, 1989; Allen et al., 1998; Alam et al., 2012). The location selection models mainly focused on finding the best location for single or multiple processing facilities over large-scale biomass-supply chain (Zhang et al., 2011). The transportation cost reduction models generally aimed to reduce cost for biomass procurement and to estimate the feedstock availability (Ranta, 2002; Ranta, 2005; Panichelli and Gnansounou, 2008). However, as a critical phase in woody biomass supply chain logistics, woody biomass storage was rarely studied (Rentizelas et al., 2009).

Storage is important because of the changing seasonal availability of woody biomass and the varied demand of energy plants throughout the year (Sokhansanj et al., 2006; Lin and Pan, 2013). Meanwhile, different storage methods will produce biomass at various quality levels, which can significantly affect the transportation cost and combustion efficiency (Jirjis, 2005; Casal et al., 2012). The most common way in Northern U.S. to store green biomass is to directly process it into wood chips and store in piles before being utilization (Lin and Pan, 2013). This storage method poses several challenges such as dry matter loss, moisture content increase, and energy content reduction (Fredholm and Jirjis, 1988; Hornqvist and Jirjis, 1999; Jirjis 2001; FRL, 2002; Afzal et al, 2010). Store forest harvesting residue in bundles can produce high quality biomass feedstock with low biomass MC, higher energy content and low ash content (Lehtikangas, 2001; Pettersson and Nordfjell, 2007; Afzal et al., 2010). Yet, the bundling technology is also associated with several problems such as high capital investment and low productivity caused by saw binding, materials handling, twine spool collapse, and slow movement at the harvesting site (Rummer et al. 2004; Leinonen, 2004; Patterson et al., 2008; Harrill, 2010). Compared to wood chips pile and biomass bundles, storing unprocessed
harvesting residue can achieve lower processing cost and effectively reduce biomass MC, thus increasing transportation and conversion efficiency (W.A. Amos, 1998; Lin and Pan, 2013; Lin and Pan, 2015).

Michigan is a state with 84% forest cover, forest resources have been viewed as a widely available and promising resource for energy production in Michigan (Dickmann and Leefers, 2003; Zhang et al., 2011). In Michigan, there are 9 biomass-based power plants with a total amount of 210 MW energy generated annually (Biomass Power Association, 2014). Due to weather, ground conditions, or biological constraints, forest harvesting operations are not always possible. To ensure a cost-effective, year-round reliable supply of high quality biomass feedstock to the power plants, a computer-aided optimized operations system was developed. The objectives of this paper are: 1) to develop an optimized operations system that can increase biomass feedstock quality and minimize the storage and transportation costs; 2) to test the effect of transportation distance and biomass MC on supply chain logistics strategy and the total cost.

2. Problem description

**Feedstock storage and transportation operations**

Since the prediction of biomass MC during storage is based on two previous studies conducted from August to November, the woody biomass is assumed to be harvested at the end of July and be stored from August to November. The selected harvesting site is a natural forest stand with a mixture of hardwood and softwood species, 40 miles away from the feedstock end-user: the Cadillac Renewable Energy. Part of the harvested woody biomass is going to be in-woods chipped, transported to and stored in the Cadillac Renewable Energy to meet its first month demand. The rest of woody biomass is to be stored at the harvesting site as unprocessed residue piles for a certain time and then be chipped and be transported to the Cadillac Renewable Energy based on its continued demand.

**Feedstock end-user**

The Cadillac Renewable Energy, located in Cadillac, Michigan, has a 38MW energy production capability. It is exclusively designed to use recycled wood waste as its primary fuel source. Average monthly use of woody material (in approximately 45% MC) is about 35,000 green tons in wintertime and around 25,000 tons in other months. There are about 40 logging
companies constantly supplying woody biomass to Cadillac Renewable Energy. Therefore, it is assumed that each supplier needs to deliver 550 dry tons of woody biomass in every month.

**Traditional operation system and optimized operation system**

In this study, the traditional operation system refers to the traditional way of handling harvested biomass, where harvested logging residue is directly processed into wood chips and immediately delivered to the feedstock user, then stored in wood chips pile (WCP). In the optimized operation system, one portion of the harvested biomass will be processed right away and delivered to feedstock user, while the rest unprocessed portion is to be stored in the form of logging residues pile (LRP) at the harvesting site. After a certain time of in-woods drying, unprocessed logging residues will be chipped by a mobile chipper and delivered to feedstock end-user.

![Diagram of biomass supply chain system](image)

Figure 1. An illustration of the optimized woody biomass supply chain system includes biomass processing, storage and transportation.

**Biomass storage**

In the optimized operations system, storage and transportation cost is closely related to the woody biomass MC, which is significantly affected by the storage form. The monthly MC of a wood chips pile is based on the previous study conducted in Michigan from August to November 2013 (Lin and Pan, 2015, Table 1). The monthly MC of logging residue pile is predicted using the formula developed in a previous study and the local weather conditions from August to November 2013 (Lin and Pan, 2013).
Table 1. Monthly Biomass MC (Lin and Pan, 2013; Lin and Pan, 2015)

<table>
<thead>
<tr>
<th>Biomass MC (%)</th>
<th>Wood Chips Pile (WCP)</th>
<th>Logging Residues Pile (LCP)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>August</strong></td>
<td>40.3%</td>
<td>23.8%</td>
</tr>
<tr>
<td><strong>September</strong></td>
<td>39.3%</td>
<td>18.1%</td>
</tr>
<tr>
<td><strong>October</strong></td>
<td>40.7%</td>
<td>26.1%</td>
</tr>
<tr>
<td><strong>November</strong></td>
<td>45.5%</td>
<td>25.9%</td>
</tr>
</tbody>
</table>

**Transportation costs**

The transportation distance is set to be 40 miles in the case study. The transportation cost in dollars per green ton is estimated based on the equation that was developed for Lower Peninsula, Michigan (Lautala et al., 2012). The transportation costs associated with different distances are provided in Table 2.

Table 2. Transportation costs with different transportation distances

<table>
<thead>
<tr>
<th>Transportation distance (miles)</th>
<th>Transportation cost ($/green ton)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>5.88</td>
</tr>
<tr>
<td>30</td>
<td>6.42</td>
</tr>
<tr>
<td>40</td>
<td>6.97</td>
</tr>
<tr>
<td>50</td>
<td>7.52</td>
</tr>
<tr>
<td>60</td>
<td>8.07</td>
</tr>
</tbody>
</table>

**Holding cost (HC) and additional profit (AP)**

In the optimized operation system, part of the fresh harvested biomass is going to be stored as logging residues piles at the harvesting site for air-drying. This will delay the loggers’ cash flow and lead to future costs such as machine mobilization and transportation cost. However, it is beneficial for feedstock end-user to use drier wood fuels with higher energy content and lower MC, to increase boiler combustion efficiency. To offer a motivation and
profit for loggers to store biomass in logging residue pile, it is assumed that purchasing price for woody biomass is based on their net energy content, which largely depends on biomass MC. Therefore, drier biomass has higher purchasing price. The standard purchasing price for wood chips is $23/green ton for woody biomass at around 45% MC (Larry Heibel, personal contact, June 11th, 2014; Nate Verhanovitz, personal contact, June 25th, 2014). The net energy content of the wood (NEC) can be estimated using the equation below:

\[
\text{NEC} = \text{HHV} \times (1 - \frac{\text{MC}}{100}) \quad \text{(Maker, 2004)}.
\]

Where:

- HHV is the higher heating value of the oven dry biomass,
- MC is the moisture content of the received biomass.

If the HHV of the woody biomass is assumed to be 8400 BTUs/lb., the NET of 45% MC woody biomass is 4620.00 BTUs/lb. based on the above equation. Therefore, the energy cost in dollar per BTUs can be calculated by dividing standard purchasing price by the net energy content in the wood chips. For biomass with different MC, the purchasing prices are calculated and listed in Table 3.

### Table 3. Calculated prices for wood chips based on NEC

<table>
<thead>
<tr>
<th>Energy Cost ($/BTUs):</th>
<th>2.48918E-06</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Biomass MC (%)</strong></td>
<td><strong>HHV (BTUs/lb)</strong></td>
</tr>
<tr>
<td>60%</td>
<td>8400</td>
</tr>
<tr>
<td>55%</td>
<td>8400</td>
</tr>
<tr>
<td>50%</td>
<td>8400</td>
</tr>
<tr>
<td>45%</td>
<td>8400</td>
</tr>
<tr>
<td>40%</td>
<td>8400</td>
</tr>
</tbody>
</table>
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3. Mathematical model

Indices

n: The storage length of the biomass (n=0, 1, 2, 3 months)

Variables

WC<sub>n</sub>: Weight of biomass harvested in July, stored in wood chips piles (WCP) for n months

WR<sub>n</sub>: Weight of biomass harvested in July, stored in logging residue piles (LRP) for n months

Figure 2. Monthly biomass weight delivered to the feedstock end-user
**Parameters**

DB: The monthly biomass demand in green tons (45% MC in wet-basis) for the energy plant

Z: The total cost of processing, storing and delivering the woody biomass

KC: The total chipping cost ($) for processing all the biomass

KP: The total piling cost ($) for shaping the logging residues into biomass piles

KMG: The machine mobilization cost ($) of moving the mobile grinder to the harvesting site

KML: The machine mobilization cost ($) of moving the loader to the harvesting site

KT: The transportation cost ($) of delivering chipped products to the feedstock end-user

AP: The additional profit earned by selling drier biomass

MCn: The MC of biomass harvested in July and stored in wood chips form for n month(s)

MCn: The MC of biomass harvested in July and stored in logging residues form for n month(s)

HHV: Higher heating value of the woody biomass (BTUs/lb.)

NECn: Net energy content of wood chips (BTUs/lb.)

NECRn: Net energy content of logging residues (BTUs/lb.)

PCn: The purchasing price ($/green ton) of wood chips that were harvested in July and store for n month(s).

PRn: The purchasing price ($/green ton) of logging residues that were harvested in July and store for n month(s).

Ps: The standard purchasing price (23 $/green ton) for energy plant to purchase biomass (45% wet-basis).

ECs: The purchasing price for 1 BTU of energy ($/BTUs).

HC: The costs ($) occur while holding the biomass store in logging residues piles.

**Constraints**

Satisfy the monthly demand of the energy plant

\[
[(1 - MCn) \cdot WCn + (1 - MCn) \cdot WRn] - (1 - 45\%)DB \geq 0
\]

where n =0, 1, 2, 3 months.
Objective function

The total cost can be expressed as

\[ z = KC + KP + KMG + KML + KT - AP + HC \]

where \( AP = \sum_{n=0}^{3} (PC_n \cdot WC_n + PR_n \cdot WR_n) - PC_0 \cdot \sum_{n=0}^{3} (WC_n + WR_n) \)

\[ PC_n = \frac{NEC_{Cn} \cdot 2000 \text{ lbs}}{\text{green ton}} \cdot EC_s \]

\[ NEC_{Cn} = \sum_{n=0}^{3} HHV (1 - MC_{Cn}) \]

\[ PR_n = \frac{NEC_{Rn} \cdot 2000 \text{ lbs}}{\text{green ton}} \cdot EC_s \]

\[ NEC_{Rn} = \sum_{n=0}^{3} HHV (1 - MC_{Rn}) \]

\[ HC = WR_n \cdot PR_1 \cdot r \cdot t \cdot [1 + WR_n \cdot PR_1 (1 + r \cdot t) + WR_n \cdot PR_1 (1 + r \cdot t)^2 + WR_n \cdot PR_1 (1 + r \cdot t)^3] \]

\( n=0, 1, 2, 3 \) months; \( r=0.03 \) (yearly interest rate); \( t=1 \) month \( \approx 0.08 \) year.

Other values of the parameters are listed in Table 4.
Table 4. Values of the parameters

<table>
<thead>
<tr>
<th>Site conditions</th>
<th>Cadillac Renewable Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feedstock user</td>
<td>Cadillac Renewable Energy</td>
</tr>
<tr>
<td>Transportation distance (miles)</td>
<td>40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Wood Chips Pile (WCP)</th>
<th>Logging Residues Pile (LCP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chipping cost ($/green ton)</td>
<td>5.00(1)</td>
<td>5.00(1)</td>
</tr>
<tr>
<td>Piling cost ($/green ton) (4)</td>
<td>0</td>
<td>4.59(2)</td>
</tr>
<tr>
<td>Machine mobilization cost ($/green ton) (5)</td>
<td>2.52(3)</td>
<td>2.52(3)</td>
</tr>
<tr>
<td>Total Processing cost ($/green ton)</td>
<td>7.52</td>
<td>12.11</td>
</tr>
<tr>
<td>Transportation cost ($/green ton) (6)</td>
<td>6.97(1)</td>
<td>6.97(1)</td>
</tr>
</tbody>
</table>

(1) Lautala et al., 2012  
(2) Harrial, 2012  
(3) Zamora, 2013  
(4) Assume the chipper will originally has a loader attached; therefore the piling cost of wood chips pile is 0.  
(5) The mobilization cost includes cost for moving chipper and loader.  
(6) Transportation cost is 9.75 $/green ton and additional $0.15/green ton per mile after 20 miles (Barnes, 2010).

4. Results and Discussion

The optimized operation system

The optimized operation system of continuously supplying Cadillac Renewable Energy with high quality biomass feedstock for 4 months is presented in Table 5. The optimized
operation system favors a shift from WCP form towards LRP form to store biomass for achieving lower MC.

At the end of July, a total of 3079.68 green tons of biomass will be harvested. An amount of 921.69 green tons of biomass will be immediately processed into wood chips and be delivered to Cadillac Renewable Energy to meet its August demand. The rest 2157.99 green tons of biomass will be stored in LRP form in the field. At the end of August, a mobile grinder will be moved to the harvesting site to process 671.51 green tons of 1-month air-dried logging residues into wood chips. The wood chips will then be delivered to Cadillac Renewable Energy to meet its September demand. During October and November the similar process will take place. The grinder will grind 744.49 green tons of 2-month field-stored and 741.99 green tons of 3-month field-stored biomass to meet the end-user’s monthly demand.

The split costs in each month are listed in Table 5. The highest total cost of $28,698.57 occurs in July. The chipping cost, piling cost, machine mobilization cost, and transportation cost account for 16.06%, 34.51%, 27.04%, and 22.39%, respectively. The lowest total cost of $164.96 is in August, when the only cost occurred is the holding cost for not selling the 2157.99 green tons of biomass immediately. From August to November, since there is no need for biomass piling, the total costs only include the chipping cost, the machine mobilization cost, the transportation cost, and the holding cost. From September to November, the monthly total cost varied from $9,895.48 to $10,917.60, which mainly depends on the weight of biomass processed and delivered in each month. The total cost of the four months sums up to $60,630.19. The largest component of the total cost is the transportation cost, which represents 35.40% of the total cost. The holding cost of $662.24 only accounts for 1.09% due to the relatively small amount of biomass holding.

Comparison between optimized operation system and traditional operation system

The optimized operation system costs the loggers $6,089.70 more compared to the traditional operation system because of the extra machine mobilization cost and the piling cost associated with establishing logging residue piles (Table 6). However, the higher cost of the optimized operation system can be offset by the additional profit of $22,204.90 from selling the higher quality biomass feedstock. As the result, the loggers can expect to earn approximately $16,115.20 more by adopting the optimized operation system.

In the optimized operation system, the total biomass required to satisfy the four-month demand is 3079.68 green tons; while in the traditional operation system, 3764.00 green tons of biomass is required to satisfy the four-month demand. The 684.32 green tons reduction in
green biomass demand is caused by the drier biomass obtained by using logging residues pile as the main storage method.

Table 5. Optimized operation system for selling biomass to Cadillac Renewable Energy

<table>
<thead>
<tr>
<th>Month</th>
<th>Storage form</th>
<th>Split Cost ($)</th>
<th>Holding cost ($)</th>
<th>Total Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wood Chips Pile (WCP)</td>
<td>Logging Residues Pile (LCP)</td>
<td>Chipping cost</td>
<td>Piling cost</td>
</tr>
<tr>
<td>July</td>
<td>$\sum_{n=0}^{3} WC_n = 921.69^{(1)}$</td>
<td>$\sum_{n=0}^{3} WR_n = 2157.99^{(2)}$</td>
<td>4608.45</td>
<td>9905.16</td>
</tr>
<tr>
<td>Aug</td>
<td>WC_0=921.69</td>
<td>WR_0=0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Sep</td>
<td>WC_1=0.00</td>
<td>WR_1=671.51</td>
<td>3357.53</td>
<td>0.00</td>
</tr>
<tr>
<td>Oct</td>
<td>WC_2=0.00</td>
<td>WR_2=744.49</td>
<td>3722.45</td>
<td>0.00</td>
</tr>
<tr>
<td>Nov</td>
<td>WC_3=0.00</td>
<td>WR_3=741.99</td>
<td>3709.95</td>
<td>0.00</td>
</tr>
<tr>
<td>Total</td>
<td>921.69</td>
<td>2157.99</td>
<td>15398.38</td>
<td>9905.16</td>
</tr>
</tbody>
</table>

Total biomass harvested (green tons): 3079.68

Additional Profit ($): 22204.90

Total cost after Additional Profit ($): 38425.16

Cost ($/green ton): 12.48

---

(1) The total weight of green biomass is going to be stored in wood chips pile.

(2) The total weight of green biomass is going to be stored in logging residues pile.
Table 6. Traditional operation system for selling biomass to Cadillac Renewable Energy

<table>
<thead>
<tr>
<th>Month</th>
<th>Storage form</th>
<th>Split Cost ($)</th>
<th>Holding cost ($)</th>
<th>Total Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wood Chips Pile (WCP)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>$\sum_{n=0}^{3} WC_n = 3764.00^{(1)}$</td>
<td>18820.02</td>
<td>0.00</td>
<td>9485.29</td>
</tr>
<tr>
<td>Aug</td>
<td>WC_0 = 921.69</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Sep</td>
<td>WC_1 = 906.64</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Oct</td>
<td>WC_2 = 927.32</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Nov</td>
<td>WC_3 = 1008.35</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Total</td>
<td>3764.00</td>
<td>0.00</td>
<td>18820.02</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Total biomass harvested (green tons): 3764.00

Additional Profit ($): 0.00

Total cost after Additional Profit ($): 54540.36

Cost ($/green ton): 14.49

(1) The total weight of green biomass is going to be stored in wood chips pile.

(2) The total weight of green biomass is going to be stored in logging residues pile.

**Sensitivity analysis**

**Effects of transportation distance on the total cost and the optimized operation system**

In this study, transportation distance from the harvesting site to Cadillac Renewable Energy was set at 40 miles. In the sensitivity analysis, the range of the transportation distance considered is from 20 miles to 60 miles. The transportation distance has no impact on the biomass storage and transportation strategy and can only affect the total cost through changing the transportation cost. When the distance increases from 20 miles to 60 miles, the total cost after deducting additional profit rises linearly from $35,056.08 to $41,806.73 (Fig. 3.).
sensitivity analysis indicates that every 1-mile transportation distance increase will raise the total cost by $168.77. The AP earned for different transportation distance is always $22,204.90 and can cover the cost caused by the distance increase for up to 151 miles. These results suggest that the negative impact of longer transportation distance in the woody biomass supply chain can be offset by the higher biomass quality.

Figure 3. Total cost (include AP) associated with different transportation distances

**Effect of biomass MC on the total cost and the optimized operation system**

The effect of biomass MC on the total cost was determined by changing the MC in a 5% increment (Fig. 4). In average, every 1% increase in biomass MC can result in $760.68 increase in total cost after deducting AP. With every 5% decrease in biomass MC of the fresh harvested biomass, the total cost after deducting AP reduced by $2976.29. On the other hand, when the biomass MC increases by 5%, 10%, and 15%, respectively, the total cost after deducting AP increases $3439.78, $4023.11, and $4772.51, respectively. This shows the higher the biomass MC is, the higher increase in total cost will be. Therefore, the harvesting operations are suggested to take place in the late spring or summer when initial biomass MC tends to be lower to reduce the total cost.

Through the increase of biomass MC, more biomass is required to satisfy the same energy demand within four month. For different biomass MC, LRP is always the preferred way to store biomass mainly because it can produce higher quality biomass feedstock (Fig. 5). A 5% decrease in biomass MC from the base case can reduce the total biomass weight demand by 203.97 green tons. When the biomass MC increases from the base case to +5%, from +5% to +10% and from +10% to +15%, the total biomass weight demand raises by 235.66 green tons, 275.54 green tons and 326.75 green tons. In average, every 1% increase in biomass MC will raise the total biomass demand by 52.1 green tons.
5. Conclusion

An optimized operation system for biomass storage and transportation was generated using computer-based linear programming technique. The simulation results indicate when using logging residue pile as the major storage form, the extra costs of $6089.70 due to piling and machine-moving operations can be offset by the $22204.90 additional profits. In addition, because of the drier biomass achieved in the optimized operation system, the biomass required to satisfied the four-month energy demand is reduced by 684.32 green tons compared to the traditional operation system.
Sensitivity analyses were conducted to evaluate the effect of transportation distance and biomass MC on the optimized operation system and the total cost. The sensitivity analysis indicates transportation distance has no effect on the storage and transportation strategy and only affects the total cost by increasing the transportation cost. Every 1-mile increase in transportation distance will raise the total cost by $168.77. The additional profit brought by higher quality biomass can offset the increased transportation cost for up to 151 miles. The changes in biomass MC affect both the optimized operation system and the total cost. This impact of biomass MC is concluded to be more significant when it is higher. In average, every 1% increase in biomass MC can result in $760.68 increase in total cost. In addition, 1% increase in biomass MC will cause 52.1 green tons increase in total biomass green weight to satisfy the four-month energy demand.

In conclusion, this computer-aided optimized operations system can effectively minimize the total cost and improve the efficiency of biomass supply chain logistics while retaining the biomass fuel quality at a higher level.
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Abstract

An important task in forest biomass recovery operations is to select the most cost-efficient feedstock logistics system, given the spatial distribution of biomass, road access and available machinery. Notable constraints include inaccessibility of large chip vans to treatment units due to poor road conditions, and frequent, long-distance mobilization of forestry equipment caused by small amount of forest residues spatially dispersed across a large forested landscape. In this study, we attempted to optimize biomass feedstock logistics while taking into account the following options: (1) forwarding residues to a concentration yard where they are stored and ground directly into chip vans and (2) on-site grinding of forest residues and forwarding the ground materials to a concentration yard where the materials are stored and reloaded into large chip vans. A mixed integer programming model coupled with a network algorithm was developed to solve the problem efficiently. The solution includes grinder locations, slash forwarding, in-woods grinding, and chip van transportation operations that minimize the overall costs of forest residue processing and transportation. We present the mathematical model and an application of the model on a study site in southwestern Colorado.
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1. Introduction

An important task in forest biomass recovery operations is to select the most cost-efficient feedstock logistics system, given the spatial distribution of biomass, road access and available machinery (Zamora-Cristales and Sessions 2013). Biomass feedstock logistics include all processes from harvesting to transportation operations used to deliver feedstocks to a utilization facility. On-site preprocessing, such as grinding, is usually required to improve transportation efficiency and deliver biomass at desired quality and particle size.
Grinding is often one of the most expensive operations due to high owning costs and low utilization rate of the grinder caused by frequent moves between processing sites. In-woods grinding also becomes inefficient when harvest or restoration treatment units are inaccessible to large chip vans due to narrow and winding forest roads. In such situations, smaller trucks must be used to haul the ground materials or forward unprocessed residues to a concentration yard where they are ground and loaded into large chip-vans. Unsurprisingly, each option involves additional handling costs that further prohibit extraction efforts. Possible alternatives should be analyzed to determine the most cost-efficient biomass feedstock logistics for given residue pile locations, road infrastructure and concentration yard locations.

The objective of this study is to develop a mathematical approach to minimize the overall cost of forest residue grinding and transportation operations across a large forested landscape. We attempt to optimize the biomass feedstock logistics for given harvest units where large chip van access is limited. We take into account the following options: (1) forwarding forest residues to a concentration yard where they are stored and ground directly into chip vans, and (2) on-site grinding of forest residues and forwarding the ground materials to a concentration yard where the materials are stored and reloaded into large chip vans. We refer to these two options as “slash forwarding” and “in-woods grinding”, respectively (Anderson et al. 2012). We also assumed that a grinder can be moved into any of individual landings or given concentration yards. If a grinder is located at a log landing, the landing is called as “concentration landing”. Residues at the landing will be ground and residues from nearby landings can be slash forwarded to the landing where the grinder resides to minimize move-in and move-out costs. In contrast, “concentration yard” is a larger scale, pre-determined area where slash as well as ground materials can be forwarded, stored and loaded onto large chip vans.

2. Problem Description

We formulated the problem as a network problem and solved it using a mixed integer programming approach. We assumed there was a known quantity of forest residues at each landing which serves as an entry node in the network. For the slash forwarding option, the residue volume is forwarded to a nearby concentration landing or concentration yard, ground and transported to the facility. Links b and c in Figure 1 represent slash forwarding operations using small dump trucks. For the in-woods grinding option, the residues could be either processed at their current location (Link a) if the landing serves as a concentration landing, or processed at another landing location or a concentration yard after forwarding the slash. The
ground materials are then transported to nearby concentration yard using small dump trucks (Links d and e) or directly to the bioenergy facility (Links i and j), whichever becomes the least expensive option. All the ground materials stored at a concentration yard will be reloaded onto large chip vans for transportation to the final destination (Links f, g, and h). Different truck configurations and haul costs are used to represent truck transportation options, and appropriate fixed costs are considered for concentration landing and concentration yard to account for site construction and grinder mobilization costs.

Figure 1. A hypothetical network diagram representing slash forwarding, in-woods grinding, and large chip van transportation options.

3. Mathematical Formulation

The network, \( B = (N, L) \), consists of a set of nodes, \( N \), representing residue piles, concentration landings, concentration yards and bioenergy facility, and a set of directed links, \( L \), representing transportation operations with different truck configurations. We used the shortest path algorithm to pre-calculate the least cost routes from the possible pairs of entry and destination nodes existing in the network. These routes are then embedded into the mixed-integer formulation to reduce problem complexity by limiting the number of possible routes. Costs associated with each link in the network are calculated based on bone dry tons (BDT). The sets, decision variables, and parameters of the model are given in Table 1.
Table 1. Sets, decision variables, and parameters of the optimization model.

<table>
<thead>
<tr>
<th>Sets</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Set of concentration yards</td>
</tr>
<tr>
<td>K</td>
<td>Set of bioenergy facilities</td>
</tr>
<tr>
<td>L</td>
<td>Set of links in the network</td>
</tr>
<tr>
<td>N</td>
<td>Set of nodes</td>
</tr>
<tr>
<td>P</td>
<td>Set of material types (slash or ground residue)</td>
</tr>
<tr>
<td>S</td>
<td>Set of processing equipment system</td>
</tr>
<tr>
<td>R_{u,v}</td>
<td>Set of road segments included in the shortest path from u to v</td>
</tr>
<tr>
<td>T</td>
<td>Set of truck options</td>
</tr>
<tr>
<td>W</td>
<td>Set of intermediate nodes that are not a residue pile or a bioenergy facility</td>
</tr>
<tr>
<td>Z</td>
<td>Set of residue pile locations</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>X_{i,j}^{tp}</td>
<td>Flow (BDT) of material type p transported using truck t on link ij</td>
</tr>
<tr>
<td>Y_{k,l}</td>
<td>0, 1 integer variable over road segment kl used for grinder mobilization</td>
</tr>
<tr>
<td>D_{u}^c</td>
<td>0, 1 integer variable if location u is used for concentration yard</td>
</tr>
<tr>
<td>D_{u}^d</td>
<td>0, 1 integer variable if location u is used for concentration landing</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_{p,i}</td>
<td>Variable processing cost of system s at location i ($/BDT)</td>
</tr>
<tr>
<td>c_{t,i}</td>
<td>Variable transportation cost of transporting material p with truck t on link ij ($/BDT)</td>
</tr>
<tr>
<td>c_{m,k,l}</td>
<td>Move-in cost of grinder mobilization on road segment kl ($)</td>
</tr>
<tr>
<td>c_{c,u}^c</td>
<td>Construction cost for concentration yard at location u ($)</td>
</tr>
<tr>
<td>c_{c,u}^d</td>
<td>Construction cost for concentration landing at location u ($)</td>
</tr>
<tr>
<td>n_{u,v}</td>
<td>Number of road segments included in shortest path from u to v</td>
</tr>
<tr>
<td>r_{min}</td>
<td>Minimum required dry weight of biomass (BDT)</td>
</tr>
</tbody>
</table>

The mathematical formulation of the model is as follows:

\[
\text{Min } Z = \sum_{i,j \in L} \sum_{k \in K} \sum_{l \in L} \sum_{p \in P} \sum_{t \in T} (c_{p,i} + c_{t,i}) \cdot X_{i,j}^{tp} + c_{m,k,l} \cdot Y_{k,l} + c_{c,u}^c \cdot D_{u}^c + c_{c,u}^d \cdot D_{u}^d \\
\text{subject to:}
\]

\[
\sum_{j \in L} X_{i,j}^{tp} - \sum_{j \in L} X_{j,i}^{tp} = \begin{cases} 
z_{i}^p & i \in Z(p) \\
-k_{i}^p & i \in W(p) \\
0 & \text{otherwise}
\end{cases} \\
\forall i \in N, \forall p \in P, \forall t \in T
\]
\begin{align*}
M \cdot D_u^c & \geq \sum_{u \in C} X_{uv}^{tp} \quad \forall v \in K, \forall p \in P_{grindings}, \forall t \in T \quad (3) \\
M \cdot D_u^d & \geq \sum_{u \in Z} X_{uv}^{tp} \quad \forall v \in C \cup K, \forall p \in P_{grindings}, \forall t \in T \quad (4) \\
\sum_{k \in R_{uv}} Y_{kl} & \geq n_{uv} \cdot D_u \quad \forall v \in K \quad (5) \\
\sum_{i \in L} X_{ij}^{tp} & \geq r_{\text{min}} \quad \forall j \in K, \forall p \in P, \forall t \in T \quad (6) \\
D_u, Y_{kl} & = \{0,1\} \quad \forall klu \in N \quad (7) \\
X_{ij}^{tp} & \geq 0 \quad \forall ij \in L, \forall p \in P, \forall t \in T \quad (8)
\end{align*}

4. Application and Results

The mathematical model was applied to a part of the Uncompahgre National Forest in Colorado. It was estimated that a total of 60,000 BDT of forest residues were available in the study area from 350 log landings. There were two locations identified as possible concentration yards. Road network data were developed with road segments that connect individual log landings to the final bioenergy facility located approximately 12 miles southwest of the study area. The biomass processing equipment fleet includes a horizontal grinder, short dump trucks for forwarding slash and ground materials, loaders, and large chip vans for long distance transportation.

Table 2 shows the summary of equipment and their associated costs used in this study. The machine rate calculations were based on methods in Fight et al. (2003). The productivity of each machine and truck capacity data were adapted from Anderson et al. (2012). The transportation costs were calculated considering the least cost route based on engineered road speed and truck capacity (Wells 2013).
Table 2. List of machines and their cost in the slash forwarding and in-woods grinding operations.

<table>
<thead>
<tr>
<th>Configuration/machine</th>
<th>Machine rate ($·SMH(^{-1}))</th>
<th>Productivity(^a) (BDT·SMH(^{-1}))</th>
<th>Truck capacity(^a) (BDT)</th>
<th>Cost ($·BDT(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Slash forwarding</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grapple loader (Caterpillar 322B LL)</td>
<td>82.77</td>
<td>45.72</td>
<td>-</td>
<td>1.81</td>
</tr>
<tr>
<td>End-dump trailer</td>
<td>44.78</td>
<td></td>
<td>4.60</td>
<td>Calculated</td>
</tr>
<tr>
<td>Grapple loader (Caterpillar 325 LL)</td>
<td>92.97</td>
<td>43.43</td>
<td>-</td>
<td>2.14</td>
</tr>
<tr>
<td>Horizontal grinder (Peterson 7400)</td>
<td>242.43</td>
<td>41.18</td>
<td>-</td>
<td>5.89</td>
</tr>
<tr>
<td>Chip van</td>
<td>87.17</td>
<td></td>
<td>23.40</td>
<td>Calculated</td>
</tr>
<tr>
<td><strong>In-woods grinding</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grapple loader (Caterpillar 322B LL)</td>
<td>82.77</td>
<td>27.25</td>
<td>-</td>
<td>3.04</td>
</tr>
<tr>
<td>Horizontal grinder (Peterson 4710B)</td>
<td>227.65</td>
<td>26.71</td>
<td>-</td>
<td>8.52</td>
</tr>
<tr>
<td>Dump truck</td>
<td>43.56</td>
<td></td>
<td>6.83</td>
<td>Calculated</td>
</tr>
<tr>
<td>Front-end loader (Caterpillar 966D)</td>
<td>73.18</td>
<td>62.85</td>
<td>-</td>
<td>1.16</td>
</tr>
<tr>
<td>Chip van</td>
<td>87.17</td>
<td></td>
<td>23.40</td>
<td>Calculated</td>
</tr>
</tbody>
</table>

\(^a\)Adapted from Anderson et al. (2012)

The optimal solution for processing all the residues in the study site indicated that two concentration yards and three concentration landings are to be constructed (Figure 2). Approximately 70% of the total processed residues are transported to the bioenergy facility through concentration yard CY2. Small amounts of forest residues (i.e., slash) forwarded to two concentration landings (CL1 and CL2) located near the exits of the study area are to be delivered directly to the bioenergy facility by short trucks without being transferred to a chip van at a concentration yard. It is noteworthy that another concentration landing CL3 is selected as a grinding location because a large amount of biomass volume (22,224 BDT) warrants improving transportation efficiency.
5. Conclusions

We applied a mixed-integer approach to a biomass feedstock logistics problem where the most cost-efficient grinder locations, slash forwarding, in-woods grinding, and chip van transportation operations need to be determined. We embedded pre-run network solutions into the mixed-integer formulation to solve the challenging problem more efficiently. Further studies will apply this conceptual model to larger landscapes with more realistic settings to demonstrate its applicability and utility in biomass utilization logistics. Forest residues are underutilized due to high processing and transportation costs relative to their value. We hope this study will help improve the efficiency of forest biomass logistics, one of the solutions that make forest biomass utilization economically viable.
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Forest restoration treatments often target low-value, small diameter trees to meet a range of ecosystem-based objectives. These treatments have the potential to produce large quantities of forest residues that are commonly disposed of by on-site burning. Growing interests in the use of these residues has resulted in the development of increasingly efficient conversion technologies to produce energy and bio-based products from forest biomass. However, current methods to estimate feedstock supply and the associated costs of processing and transport on both small and large landscapes are limiting. In this study, we present a new methodology to facilitate spatially explicit estimation of treatment residue volumes across forested landscapes of arbitrary size and locale. An automated stand delineation algorithm was developed to define treatment unit boundaries based on patterns of vegetation in digital aerial photography. A remote sensing model employing digital imagery and FIA plot data was used to attribute treatment units with stand-level descriptions of basal area, tree density, above ground biomass, and quadratic mean diameter. These methods were applied to a 235,000 ha study landscape in southwestern Colorado to assess the quantity and distribution of treatment residue for use in bioenergy production at a nearby facility.

Keywords: forest biomass, treatment residue, bioenergy, delivered costs

1. Introduction

In recent years the interior west of the United States has experienced growing interests in using forest biomass as a renewable source of energy. Historically, the use of forest biomass has been dominated by the forest products industry for generating heat, steam, and electricity (Guo et al., 2007). However, emerging markets for forest biomass as a fuel and feedstock for
bioenergy applications can be found throughout the U.S. Interests in these potential and emerging markets are closely linked to the increasing risk of significant forest disturbances, such as fire, insects and disease, and by the broad agreement that silviculture using active treatments, including thinning and prescribed fire, is urgently needed to restore historic stand dynamics and improve forest health (Brown et al., 2004). The large potential treatment area throughout the western U.S. presents opportunities to increase the use of renewable energy sources and stimulate local economic development with new bioenergy and bio-based products enterprises that will use the woody biomass byproducts produced by these treatments.

In the 15 Western States there are at least 11 million hectares (ha) that could benefit from some type of treatment to restore healthy ecosystems, protect water and soil quality, and improve forest and rangeland resilience (Rummer et al., 2003). Assuming such management occurs only on forests with annual timber production of at least 21 m3 ha−1 per year, an estimated biomass availability of 245 million dry tonnes (t) could result from forest treatments on 4.3 million ha in the west (Western Governors’ Association, 2005). The U.S. Department of Energy and USDA Forest Service estimated that an annual supply of 907 million t of biomass would displace 30% or more of domestic petroleum consumption. Of this amount, the continental U.S. could potentially produce 429 million t at $54.43 t−1 from forest residue and agricultural waste (US DOE, 2011).

Although national and regional scale assessments of biomass availability suggest a promising future for forest biomass utilization, many questions remain unanswered. The availability of biomass at tactical and operational scales relies on many factors such as current biomass stocks, harvesting systems, terrain, road network, species, forest characteristics, silviculture, ownership, public policy and regulation, local markets and management objectives. These factors are often ignored in large-scale forest biomass supply models that focus on biomass stocks due to the complexity of forest landscapes and the difficulty in modeling spatial and temporal details of forest management activities. There is a need for an integrated framework to provide realistic forest biomass supply and cost of feedstock across a large landscape at tactical resolution that takes into account forest inventory, existing infrastructure, and current forest management objectives applied across multiple scales and time frames.

The focus of this study is to quantify and spatially describe delivered feedstock volumes and costs for multiple management scenarios across landscapes of arbitrary size in ways that characterize operational and annual management decision making. We use state-of-the-art remote sensing and image processing techniques to produce forest stand boundaries and stand descriptive statistics. These outputs are coupled with site specific silvicultural prescriptions across large landscapes to estimate retention, merchantable yield and resulting recoverable
biomass residue volumes that can be transported and used for energy and bio-based products. This approach generates data and information that provide a foundation to evaluate forest biomass utilization at strategic, tactical and operational scales through space and time for alternative treatment scenarios. These methods are applied to a forested landscape in southwestern Colorado to estimate delivered feedstock volumes and costs following currently implemented site specific management regimes.

2. Methods

2.1 Study site

The study area includes the extent of the Uncompahgre Plateau National Forest (UPNF). The UPNF covers approximately 235,000 ha on the west slope of the Colorado Rocky Mountains (Figure 1). Stretching northwest to southeast for 200 kilometers (km), the plateau ranges in elevation from 1,700-1,800 m in canyon bottoms to upland elevations around 2,500-3,000 m. Three primary vegetation strata occupy the plateau. Pinyon-juniper (Pinus edulis, Juniperus osteosperma, Juniperus scopulorum) cover occurs at the lower elevations ranging from 1,800 to 2,100 m, Gamble oak and Ponderosa pine (Quercus gambelii, Pinus ponderosa) forests inhabit elevations from 2,200 to 2,700 m and occur in both mixed and pure stands. The upland zone is dominated by aspen (Populus tremuloides), mixed-conifer and spruce-fir (Picea engelmannii, Abies lasiocarpa) forests.

Figure 1: Study site: Uncompahgre Plateau National Forest in southwestern Colorado
Approximately 70% of the UPNF is in fire regime condition class 2 or 3 (Hardy et al., 2001; Schmidt et al., 2002) suggesting that these areas exhibit fuel conditions that are conducive to uncharacteristic, high intensity fires. The potential for these disturbance events have initiated active restoration management across the plateau to reduce fuel loading in mixed-conifer and Ponderosa pine, increase diversity in age, size and seral conditions in spruce-fir, regenerate damaged aspen stands from sudden aspen decline, and mitigate pinyon-juniper encroachment into native grasslands and sagebrush ecosystems.

2.2. Imagery

Imagery of the National Agricultural Imagery Program (NAIP) was used to estimate forest characteristics and define potential treatment units. NAIP acquires aerial digital orthophotos during the agricultural growing seasons and the imagery is publicly available within a year of acquisition. The imagery has a 1 m ground sample distance (1 m spatial resolution) with a horizontal accuracy of within 6 m at a 95% confidence level (USDA-FSA-APFO, 2011) and a temporal resolution of 2 to 5 years. The default spectral resolution is natural color (RGB) with an option to include the near infrared band. The configuration used in this study was a 3 band composite including near infrared, green and blue bands (Color-infrared).

2.3. Stand delineation

An automated segmentation algorithm (Wells, 2014), or so called Stand Delineation Algorithm (SDA), was developed in this study to delineate forest landscapes into operational-level treatment units. The SDA employs a series of image filtering techniques and the mean-shift algorithm (Fukunaga and Hostetler, 1975) to decompose NAIP imagery into individual forest stands which are defined in silviculture as “a contiguous group of trees sufficiently uniform in age-class distribution, composition and structure, and grown on a site of sufficiently uniform quality to be a distinguishable unit” (Helms, 1998). These processes are embedded in a subspace, multi-scale framework to circumvent computational limitations associated with large scenes of high resolution imagery. The algorithm uses USGS 12 digit hydrological unit boundaries (sub-watersheds) as initial subspace geometries. New geometries created by the segmentation process within each sub-watershed are stored in a vector database and used to further subset the image in the next iteration. As objects become smaller, finer resolutions are used for segmentation locating features that may not be visible at coarser scales. The algorithm
can also be parameterized to comply with minimum and maximum treatment unit area constraints. Minimum and maximum treatment unit area constraints for the study area were 2 and 40 ha respectively.

2.4. Stand characteristics

Stand characteristics such as basal area, tree density, and above ground biomass are estimated for each treatment unit using the Forest Characteristics Model (FCM) (Hogland et al., 2014). The FCM is a two-tiered remote sensing model where the first stage performs a probabilistic classification of identifiable patterns (e.g. tree canopy, shadow, grass, or water) within NAIP imagery. The classification is the result of a polytomous logistic regression scheme employing a collection of texture derivatives of the imagery as explanatory variables. The classification output and texture derivatives of the classification are then summarized for the spatial extent of a FIA field plot and related to plot estimates of basal area, tree density, and above ground biomass using multivariate linear regression. The result is a multiband raster dataset where each pixel (1 m²) represents mean plot estimates of forest characteristics for each species group. Above ground biomass estimates are derived from equations found in Jenkins et al. (2003) and thus can be used to calculate stump, bole, top, and foliage biomass components. Quadratic mean diameter (cm) is added to the dataset post hoc by \[ \text{BA}/(k \times n)]^{1/2} \] where BA is basal area (m² ha⁻¹), n is tree density (stems ha⁻¹), and \( k = 0.00007854 \) (foresters constant).

2.5. Modeling silvicultural prescriptions

Three quantifiable silvicultural prescriptions were developed to model removal and retention of biomass on candidate treatment units. Prescriptions were 1) stocking-based thinning, 2) aspen regeneration, and 3) restoration in Ponderosa pine and applied to spruce-fir, aspen/aspen-pine, and Ponderosa pine respectively [see Wells (2013) for more information on prescription development]. These prescriptions are generalized and adapted from the current forest plan for the Uncompahgre National Forest (UPNF Current Forest Plan, 2012) and from a management plan assembled by the Uncompahgre Plateau Collaborative Restoration Project (UPCRP). Management planning documents provided detailed information regarding current conditions, including problems with forest health, reference conditions, and desired future conditions. Stands that are assigned a silvicultural prescription are a subset of the accessible treatment units (stands within 610 m of existing roads, or assumed skidding distance) and
classified as candidate treatment units, which are defined as stands that are included in the selection pool as potential treatment units but may or may not receive treatment under a given scenario.

\[ TR = \left( B_{ag} - B_{sr} \right) \left( 1 - \left( \text{Exp} \left( \beta_0 + \frac{\beta_1}{D^q} \right) \right) \right)r \]

### 2.6. Treatment residue

Residue was estimated for each candidate treatment unit by first subtracting the removed biomass from the total above ground biomass then subtracting gross merchantable yield. The amount of removed biomass was determined by the silvicultural prescription, and the gross merchantable yield was calculated by using a component ratio estimator for stem wood and stem bark based on quadratic mean diameter and tree length from a 30 cm stump to a 10 cm top diameter (Jenkins et al., 2003). Total treatment residues were reduced by 30% to account for leakage during transport from stump to landing and the recovery rate of the residue at the landing. Equation 1 was used to calculate treatment residue (TR) where Bag is above ground biomass, Bsr is silviculturally retained biomass (biomass units in dry tons per hectare), \( \beta_0 \) and \( \beta_1 \) are the species-specific component ratio coefficients for stem wood and stem bark, \( D^q \) is the quadratic mean diameter for the stand and \( r \) is the reduction factor of leakage and recovery rates (0.7). Residue extraction was assumed to take place after the removal of the commercial component and residue was allowed time to dry to a moisture content of 30% (Han et al., 2010).

### 2.7. Operations costs

The harvesting system for each treatment was assumed to be mechanical felling with a feller-buncher followed by whole-tree skidding where the tops and limbs of the removed trees were transported with the bole to a road side landing designated for each unit. The extraction operation was assumed to be road-side processing and biomass grinding since all candidate treatment stands were selected to be within the maximum skidding distance of 610 m to unit centroid from the existing road network. A marginal cost approach was used to calculate forest operations costs (Puttock, 1995). This approach considers biomass to be a byproduct of the production of higher value products such as sawlogs, and fully allocates harvest costs of felling, extraction, processing, road construction, and stumpage to these products. Therefore the costs begin accruing with the collection of residues at the roadside. Handling, processing and loading.
costs for residues were calculated following methods from Anderson (2011) by averaging the results from 40 scientific studies examining biomass removal from timber harvest, fuel treatments, and other residue related operations resulting in $31.14 t⁻¹.

Transportation costs ($ t⁻¹) were calculated for each candidate treatment unit and optimized round trip delivery times from each unit to the potential bioenergy facility were calculated using a GIS coverage of all UPNF roads. A non-spatial transportation network optimization program was used to determine the least cost route for each unit based on engineered road speed (Chung and Sessions, 2003). Other variables used to calculate transportation costs were load time and unload time each assumed to be 0.5 hr, non-fuel trucking (operator) cost set at $48.03 hr⁻¹ (ATRI, 2013), a specialized trucking premium of $12.00 hr⁻¹, $1.04 L⁻¹ for diesel fuel price (US EIA, 2013), average fuel economy of 1.98 km L⁻¹, average truck speed (km hr⁻¹) which depends on the engineered road speed of the shortest path distance for each unit, lubrication price set at 10% of the diesel fuel price assumed to correlate perfectly with diesel fuel price, van capacity of 27.22 t, and biomass moisture content of 30%.

2.8. Feedstock volume and delivered costs

A 10 year management simulation was carried out to estimate delivered feedstock volume and costs under current site specific management objectives. For each year in the simulation a set of treatment units were selected and the residue volume and delivered feedstock costs for each treatment unit were calculated and stored. The selection of units in the simulation was based on a prioritization scheme which placed higher importance on stands that needed treatment according to the characteristics of the stand and the assigned silvicultural prescription metrics. The annual treatment area constraint was set according to a management planning documents developed by the US Forest Service and UPCR. Stocking-based prescriptions were constrained to 850 ha yr⁻¹, aspen regeneration prescriptions constrained to 587 ha yr⁻¹, and pine restoration constrained to 445 ha yr⁻¹ totaling to 1882 ha yr⁻¹. Once a unit was selected for treatment it was no longer considered a candidate treatment unit for the duration of the simulation. The annual delivered volumes and costs were calculated for each prescription designation.
3. Results

Operations costs were calculated for all accessible stands across the study area. These costs represent handling, processing and loading cost as well as round trip transportation cost to the bioenergy facility. The distribution of operations costs was bell shaped and range from $34.77 t\(^{-1}\) to $51.13 t\(^{-1}\) with a mean of $42.57 t\(^{-1}\). These costs correlate perfectly with travel distance to the bioenergy facility since in-woods operations costs were fixed.

Figure 2 displays outputs from the remote sensing model and management simulation. Figure 2.a shows the distribution of above ground biomass (agb) across the accessible treatment units where blue is low agb and red is high. 13,887 stands of the total 25,538, or 54% of the total area, were considered accessible stands for treatment. These stands are represented by the gray area in Figure 2.b and 2.c. Figure 2.b shows units that are considered candidate treatment units in the simulation. The remaining accessible stands were given a “no treatment” prescription because they 1) currently meet desired future conditions, 2) are in early seral stage, or 3) are composed of a species group that is not targeted or has high biomass logistics costs. These stands totaled to 46,840 ha with 20,228 ha, 8,102 ha and 18,510 ha in stocking-based, regeneration and restoration respectively. Although candidate treatment units composed 20% of the total area, the above ground biomass within these stands included 30%, or 5,936,049 t of the total 20,126,833 t on the landscape. This was due to the silvicultural prescriptions targeting over-stocked mixed-conifer, pine, and aspen stands that naturally have high above ground biomass relative to other forest types occupying the study area. The units that are selected to be treated in the simulation are shown in Figure 2.c.
The 10 year management simulation resulted in 18,564 treated ha and 463,727 t of available treatment residue. Year 6 had the largest range of delivered costs of $34.18 to $50.91 t\(^{-1}\). The lowest average delivered costs was $42.02 t\(^{-1}\) during year 2 and the highest during year 10 at $42.98 t\(^{-1}\). The average delivered cost for the 10 year simulation was $42.54 t\(^{-1}\).

### Table 1: Area treated, pretreatment above ground biomass, removed biomass, treatment residue, and available feedstock per year.

<table>
<thead>
<tr>
<th>Year</th>
<th>area (h(^{a}))</th>
<th>agb (t(^{a}))</th>
<th>removed (t(^{a}))</th>
<th>residue (t(^{a}))</th>
<th>feedstock (t(^{a}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,861</td>
<td>392,094</td>
<td>193,936</td>
<td>73,851</td>
<td>51,696</td>
</tr>
<tr>
<td>2</td>
<td>1,827</td>
<td>354,698</td>
<td>191,331</td>
<td>73,060</td>
<td>51,142</td>
</tr>
<tr>
<td>3</td>
<td>1,870</td>
<td>337,680</td>
<td>184,988</td>
<td>70,060</td>
<td>49,042</td>
</tr>
<tr>
<td>4</td>
<td>1,832</td>
<td>317,217</td>
<td>178,741</td>
<td>67,721</td>
<td>47,405</td>
</tr>
<tr>
<td>5</td>
<td>1,874</td>
<td>311,540</td>
<td>181,018</td>
<td>68,600</td>
<td>48,020</td>
</tr>
<tr>
<td>6</td>
<td>1,867</td>
<td>294,931</td>
<td>174,711</td>
<td>66,021</td>
<td>46,215</td>
</tr>
<tr>
<td>7</td>
<td>1,874</td>
<td>277,972</td>
<td>165,494</td>
<td>62,355</td>
<td>43,649</td>
</tr>
<tr>
<td>8</td>
<td>1,867</td>
<td>265,062</td>
<td>160,152</td>
<td>60,196</td>
<td>42,137</td>
</tr>
<tr>
<td>9</td>
<td>1,836</td>
<td>257,877</td>
<td>160,792</td>
<td>60,622</td>
<td>42,434</td>
</tr>
<tr>
<td>10</td>
<td>1,856</td>
<td>239,137</td>
<td>158,033</td>
<td>59,983</td>
<td>41,988</td>
</tr>
</tbody>
</table>
Table 1 shows results from the 10 year management simulation. The outputs from the simulation included area treated during each year and components of the cumulative biomass volumes for the treated area. Components include above ground biomass, representing the total biomass in the treated area prior to the intervention, the amount of biomass removed by the treatment, estimated merchantable volume, total treatment residue (removed minus merchantable) and the amount of recoverable residue at the landing (feedstock).

<table>
<thead>
<tr>
<th>delivered cost ($ t^{-1}$)</th>
<th>Area (ha)</th>
<th>Feedstock (t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 40</td>
<td>3,153</td>
<td>56,924</td>
</tr>
<tr>
<td>40 – 45</td>
<td>25,627</td>
<td>524,154</td>
</tr>
<tr>
<td>45 – 50</td>
<td>14,915</td>
<td>321,812</td>
</tr>
<tr>
<td>&gt; 50</td>
<td>3,144</td>
<td>58,015</td>
</tr>
</tbody>
</table>

Table 2 shows categorized delivered costs for all candidate treatment units. Nearly 55% (524,154 t) of the residues within the candidate treatment area are available at $40-45 t^{-1}$ and roughly 33% (321,812 t) of residues are available at $45-50 t^{-1}$.

4. Discussion

Although the area constraints were held constant throughout the simulation, the available residue generally decreased over the 10 year period (table 1). This was a result of treatment prioritization targeting higher stocked stands in the beginning of the simulation. It is worth noting that this decreasing trend is likely to persist if the simulation is continued for a longer planning horizon. This is in part due to the absence of forest growth in the presented methodology, however it is primarily attributable to the treatment prioritization schemes that were based on ecological goals: restorative management regimes that target overstocked stands tend to produce large amounts of treatment residue including non-merchantable small-diameter trees. The long-term management goal of restoration means that more acres of forest will be changed from current overstocked conditions to a state that more closely represents historic reference conditions, especially if periodic low-intensity natural and prescribed fires are used as a management tool to maintain understory conditions where appropriate. It is expected that available residue volumes will continue to decrease as the forests approach desired future conditions.
These results can be used to prioritize treatments early on in the development of a bioenergy supply chain to initiate markets by allocating efforts to residues available at relatively low costs. As markets develop, managers can begin to incorporate the acreage allocation constraints to meet forest-wide desired future conditions. Potential end users can use this information to evaluate feedstock prices that would result in different levels of feedstock supply and production.

5. Conclusion

The integration of the stand delineation algorithm and the forest characteristics model coupled with site specific silvicultural prescriptions and operational planning presents the opportunity to carry out detailed spatial analysis for a diverse array of resources on very large landscapes. As demonstrated in this study, the methodology can be employed to assess the feasibility of biomass utilization, assist silvicultural decisions, and facilitate operational planning at strategic, tactical, and operational scales. The ability to not only estimate residue quantities, but also map the spatial distribution of stand-level residues following alternative management regimes is an essential tool in areas with limited history of industrial biomass utilization and uncertainties in biomass markets. This information is useful to stakeholders across the biomass supply chain, including land managers, contractors, and end users.

Research is still needed to fill the knowledge gap regarding residue leakage from stump to landing and recovery rates at the landing, as well as site specific forest operations costs. Although this study assumed a 70% reduction rate to account for stump to landing leakage and recovery at the landing, this can vary significantly depending on species, time since harvest, level of stand mortality, and other variables. An improved model would incorporate forest growth in temporal simulation, allowing more accurate estimates well beyond the 10-year time frame used in this study. This improvement would broaden the planning horizon to better understand the sustainability of biomass flows, as well as the long-term viability of supplying bioenergy and biofuels facilities with biomass from forest restoration treatments. Future studies could use this methodology to optimally locate bioenergy facilities in the region in ways which would reduce feedstock procurement costs, and determine the scale at which they could operate sustainably and in balance with forest management regimes that meet a broad range of social, economic and ecological objectives.
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Since passage of the Federal Water Pollution Control Act of 1972, states have developed and implemented forestry best management practices (BMPs) to protect water quality during and after forest operations. Forestry BMPs in the southeastern United States are typically non-regulatory although some states have a hybrid of both non-regulatory and regulatory BMPs. Studies have shown that forestry BMPs are effective if implemented properly. Evaluations of BMP effects on erosion and sediment are typically conducted by researchers using direct measures of erosion, erosion models, or in stream sediment samples and relatively few studies have evaluated sediment control improvement attributable to operational categories of BMPs. Our goal was to develop a simple approach using an excel spreadsheet to estimate erosion that occurs from forest operations in the Piedmont physiographic region that could also be used by forest managers to identify areas of where alternative BMPs might be beneficial. Erosion and sediment delivery ratios were estimated based on only two previous estimates from the Piedmont physiographic region. No new data was collected, rather we used erosion estimates associated with specific BMP categories such as timber harvesting, forest roads, skid trails, log decks, stream crossings, SMZs, prescribed burning, mechanical site preparation, and chemical site preparation. We also used previous research that reported erosion and sediment delivery with and without BMPs implemented on forest operations. Such information should be beneficial to forest managers, landowners, and agency personnel with limited research resources who wish to estimate the effects of various BMP implementation rates.

\textbf{Keywords:} Erosion, sediment, forestry best management practices, Piedmont

1. Introduction
Forestry BMPs were formulated due to the passage of the Federal Water Pollution Control Act (FWPCA) of 1972 and its subsequent amendments. Section 208 of the FWPCA required states to establish forestry BMPs for silvicultural operations to control nonpoint source pollution (NPSP) associated from these operations (Phillips and Blinn 2004, Grace 2005). NPSP is associated with surface runoff which occurs during rainfalls and snowmelts and results in erosion and sedimentation. State forestry agencies were required to develop either regulatory, quasi-regulatory, or non-regulatory forestry BMP guidelines to reduce and control surface runoff (Ice et al. 2004). The southeastern United States consists primarily of non-regulatory and quasi-regulatory BMP guidelines (Aust and Blinn 2004, Shepard 2006).

Sedimentation from forest operations is the main pollutant that occurs from forest operations (Yoho 1980, Fulton and West 2002, U.S. EPA 2005). Forest operations in the Piedmont and Coastal Plain region of the southeast United States primarily consist of intensively managed forests (Fox 2000, Allen et al. 2005). Intensively managed forests can produce higher erosion and sedimentation rates than naturally regenerated forests and can influence water quality (Aust and Blinn 2004, Grace 2005). Forest roads, skid trails, and site preparation are the greatest impacts to water quality due to bare soil being exposed (Fulton and West 2002, Grace 2005). Forestry BMPs applied to these areas can reduce water quality impacts. There is currently no consolidated database or simple method for forestry organizations in the southeastern United States to access information on forestry BMP studies and their effectiveness in controlling erosion. The objective of this project is to develop an approach to estimate potential erosion from forest operations and to include past literature on these operations for the Piedmont region.

2. Methods

Literature (1999-present) pertaining to forestry best management practices, erosion, sedimentation, and sediment delivery in the Piedmont physiographic region were accessed using the Virginia Tech Library database and Google Scholar and reviewed. Erosion rates and sediment delivery ratios were recorded from relevant literature. No new data was collected. Majority of the erosion rates were converted from Mg/ha/yr and kg/ha/yr to tons/ac/year. Microsoft Excel was used to reference the past literature and to develop an erosion estimation approach.
Erosion Estimation Approach

The erosion estimation approach was subdivided by different forest operations (clearcut, forest roads, decks, skid trails, stream crossings, and streamside management zones (SMZs). Microsoft Excel was used to formulate the erosion estimation approach (Table 1). In order to estimate erosion for a forest operation, area of the operation (acres) and an erosion rate (tons/ac/yr) are needed for input into the appropriate excel cells. Area of the operation will need to be known, but an appropriate erosion rate can be selected from the range of erosion rates included in the table based on the manager’s knowledge of the site and operations.

The range of erosion rates come from existing literature on forestry BMPs in the Piedmont region and are divided into forest operation categories. The supporting literature is provided in an additional excel sheet so that the user can examine specific erosion rates for different forest operations (Table 2). This excel sheet (Table 2) is designed for the user to input an erosion estimate number for a specific forest operation category (included in Table 2) and excel will update the sheet with the literature for that specific operation. The forest operation categories and supporting literature reviewed include: (1) clearcut (Williams et al. 1999, Christopher and Visser 2007, Fraser et al. 2012, Barrett 2013), (2) clearcut with stand establishment (Williams et al. 1999, Fraser et al. 2012), (3) log decks (Christopher and Visser 2007, Barrett 2013), (4) forest roads (Christopher and Visser 2007, Barrett 2013, Brown et al. 2013, Lang et al. 2015), (5) skid trails (Christopher and Visser 2007, Sawyers et al. 2012, Wade et al. 2012a, Wade et al. 2012b, Barrett 2013, Wear et al. 2013), (6) stream crossings (Christopher and Visser 2007, Aust et al. 2011, Barrett 2013), (7) SMZs (Ward and Jackson 2004, Lakel et al. 2010, Barrett 2013), and (8) biomass operations (Barrett 2013). Data from the past literature include (if available): treatment(s), area of operation (acres), erosion with BMPs (tons/ac/yr), erosion without BMPs (tons/ac/yr), sediment delivery ratio, and the literature citation. These studies used a variety of methods to either measure or predict erosion (and sometimes sediment delivery). Erosion models used in the supporting literature included the Universal Soil Loss Equation (USLE), Revised Universal Soil Loss Equation (RUSLE), and Water Erosion Prediction Project (WEPP).

Only applicable forest operations require input into the erosion estimation approach. Once the area of operation(s) and erosion rate(s) are input into the estimation approach, total operational area and estimated potential erosion rate are output. Total operational area is the sum of the area over all the applicable (input) operations. The estimated potential erosion rate is first calculated by multiplying each applicable area of operation by the erosion rate for that specific operation. These values are then summed over all applicable operations and divided by
the total operational area to get an estimated potential erosion rate for the forest operation site. The formulas for total operational area and estimated potential erosion rate are shown below:

$$ Total \text{ operational area} = \sum \text{area of operation(s)} $$

$$ Estimated \text{ potential erosion rate} = \frac{\sum (\text{area of operation} \times \text{erosion rate})}{\text{total operational area}} $$

Table 3. Piedmont region erosion estimation approach in Microsoft Excel. Input variables would be area (acres) of each applicable forest operation and erosion rate (tons/ac/yr) for that operation. Erosion rate ranges are based on past literature from the Piedmont region. Equations in excel output the total operational area and estimated potential erosion rate (tons/ac/yr).

<table>
<thead>
<tr>
<th>Forest operation</th>
<th>Area of operation (ac)</th>
<th>Erosion rate (tons/ac/yr)</th>
<th>Range of erosion rates (tons/ac/yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clearcut</td>
<td>(input)</td>
<td>(input)</td>
<td>0.07-0.48</td>
</tr>
<tr>
<td>Forest Roads</td>
<td>(input)</td>
<td>(input)</td>
<td>0.05-11.88</td>
</tr>
<tr>
<td>Decks</td>
<td>(input)</td>
<td>(input)</td>
<td>0.04-6.4</td>
</tr>
<tr>
<td>Skid trails</td>
<td>(input)</td>
<td>(input)</td>
<td>0.18-66.20</td>
</tr>
<tr>
<td>Stream crossings</td>
<td>(input)</td>
<td>(input)</td>
<td>0.04-84.09</td>
</tr>
<tr>
<td>SMZs</td>
<td>(input)</td>
<td>(input)</td>
<td>&lt;0.13</td>
</tr>
</tbody>
</table>

Total operational area = (output) acres

Estimated potential erosion rate = (output) tons/ac/yr
Table 2. Past literature on forestry BMPs, erosion, and sedimentation can be referenced for the erosion rate inputs in Table 1. The user will input the number corresponding to the forest operation of interest (on bottom of table). The excel sheet will output past literature for the selected forest operation. The output (if available) from the literature include treatment(s), area of operation (acres), erosion with BMPs (tons/ac/yr), erosion without BMPs (tons/ac/yr), sediment delivery ratio, and the citation of the literature.

<table>
<thead>
<tr>
<th>Number (input)</th>
<th>Forest operation category (output)</th>
<th>Area (ac)</th>
<th>Erosion with BMPs (output)</th>
<th>Erosion without BMPs (output)</th>
<th>Sediment delivery ratio (output)</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>forest operation category</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>treatment (output)</td>
<td>tons/ac/yr</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number (input)</th>
<th>Forest operation category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Clearcut only</td>
</tr>
<tr>
<td>2</td>
<td>Clearcut with stand establishment techniques</td>
</tr>
<tr>
<td>3</td>
<td>Decks/landings</td>
</tr>
<tr>
<td>4</td>
<td>Forest roads</td>
</tr>
<tr>
<td>5</td>
<td>Skid trails</td>
</tr>
<tr>
<td>6</td>
<td>Stream crossings</td>
</tr>
<tr>
<td>7</td>
<td>SMZs</td>
</tr>
<tr>
<td>8</td>
<td>Biomass operations</td>
</tr>
</tbody>
</table>

3. Discussion

This approach was conducted for the Piedmont physiographic region and is not intended for use outside of the region. The Piedmont was chosen for this trial approach due to the number of recent studies (1999-present) that have been conducted in the region. Other...
physiographic regions in the southeastern United States do not appear to have as many studies or as recent studies that represent current management practices. The Piedmont region allowed for a more complete estimate of potential erosion that can occur from forest operations. This approach is based on literature from forestry BMP studies on erosion rates and sediment delivery from forest operations that either measured erosion rates or predicted erosion rates using models such as USLE, RUSLE, and WEPP. Wade et al. (2012b) compared all three erosion prediction models to measured sediment trap data and found that all three models could be useful for hazard evaluation and BMP inspections. These models provide relevant estimates of erosion from forest operations.

There are some potential concerns that users should consider before using the erosion estimation approach. The number of studies for each forest operation category are small, particularly for some operation categories (log decks/landings and biomass harvesting). Additional studies in these areas are needed to improve this approach for estimating erosion from forest operations. Also, only two studies in the Piedmont region documented sediment delivery ratios (Ward and Jackson 2004, Lakel et al. 2010). Sediment delivery ratios need to be further evaluated on different forest operations. Finally, this method is intended only for use by forest managers attempting to identify where additional BMP implementation may be beneficial and the approach should not be used to model erosion at the landscape scale.
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Site Disturbance and Soil Impacts Resulting from Mechanized Thinning of Upland Hardwood Stands in Southeastern Kentucky
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A large scale silvicultural trial was designed to examine the effectiveness of five treatments in reducing the potential future impacts of gypsy moth infestation and oak decline on upland hardwood forests in the Daniel Boone National Forest in southeastern Kentucky. Three of the five prescriptions were implemented with a mechanical harvesting system. The system consisted of a swing-to-tree feller buncher, chainsaw limbing and topping in the woods and skidding with a grapple skidder. The three mechanically harvested prescriptions were shelterwood with reserves, thinning to B-line, and woodland thinning. Each prescription was designed to test the effectiveness of varying degrees of basal area reduction in limiting the impact of gypsy moth infestation and oak decline. After harvesting was complete the point transect method was used to measure site disturbance caused by the harvesting operations. An assessment of soil response was conducted in one area that was subjected to the most intense thinning – shelterwood with reserves. This treatment thinned each stand to 10 – 25 ft²/ac to create a 2 aged stand. Primary soil variables measured included bulk density and soil strength in both pre- treatment and post treatment condition. Bulk density within the soil profile increased in response to thinning. Conversely, soil strength was reduced after thinning that may be the result of higher moisture levels. Soil bulk density increased in response to traffic intensity, as measured by the site disturbance survey, but the reverse was noted for soil strength. The impact of trafficking on carbon and nitrogen was also evaluated by monitoring nitrogen mineralization and carbon efflux. Disturbance intensity influenced nitrogen mineralization while carbon efflux was detected on a limited basis.

Keyword: Site Disturbance, Soil Impact, Thinning, Bulk Density, Soil Strength, Kentucky

1. Introduction

A large scale study was implemented in 2007 to assess the effectiveness of five different silvicultural treatments in limiting the impacts of gypsy moth and oak decline on the Daniel Boone National Forest in southeastern Kentucky.
Previous research suggests that the impact of oak decline and gypsy moth infestations can be limited by preparing the forest before stress introduction. Silvicultural treatments aimed at decreasing competition and increasing regeneration and tree vigor have been shown to lessen the impacts of oak decline and gypsy moth infestations.

The original study implemented four silvicultural treatments and a control to test their effectiveness against oak decline and the gypsy moth. The study was being conducted by a multidisciplinary research team composed of USDA Forest Service and university researchers. Research included studies of not only the silvicultural effects, but also the effects on wildlife, soils, and the harvesting methods and equipment.

This paper focuses on assessing harvest productivity and soil site impacts of the harvesting systems used to implement the silvicultural prescriptions including tabulation of soil surface disturbances and changes in soil physical properties of a portion of the most intense thinning operation.

2. Study Areas

The study was implemented on the London Ranger District of the Daniel Boone National Forest in Southeastern Kentucky. The harvesting units are located west of London in the Cold Hill area with oak and hickory dominated stands ranging in age from 70 to 150 years. The units are generally located on broad ridges with some moderate side slopes (up to 30 percent). Soils are highly weathered, low fertility Ultisols. Stand density before harvest ranged from 100 to 120 ft²/ac and 140 to 160 stems/ac.

The study was designed as a randomized complete block. There are two site types (dry-mesic and dry-xeric) and five treatments (table 1): shelterwood with reserves, oak shelterwood, B-line thinning, oak woodland, and a control (Schweitzer et al., 2008). There are three replicates for a total of 30 units equaling almost 600 acres. Eighteen of the 30 units were mechanically harvested, six of the units were treated chemically and the remaining six were retained undisturbed as controls. Harvesting began in May 2007 and was completed in August 2009.
Table 4.-Treatments on the research study examining sustaining oak systems amid threat of gypsy moth infestation and oak decline research study on the Daniel Boone National Forest.

<table>
<thead>
<tr>
<th>TREATMENT</th>
<th>PRESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Control</td>
<td>No burn, no disturbance</td>
</tr>
<tr>
<td>2. Shelterwood w/ Reserves</td>
<td>10-15 ft²/ac residual BA, mechanical harvest</td>
</tr>
<tr>
<td>3. Oak Shelterwood</td>
<td>60-75 ft²/ac residual BA, herbicide treatment</td>
</tr>
<tr>
<td>4. Thinning to B-line</td>
<td>Gingrich’s Stocking Chart, mechanical harvest</td>
</tr>
<tr>
<td>5. Woodland Thinning</td>
<td>30-50 ft²/ac residual BA, mechanical harvest</td>
</tr>
</tbody>
</table>

1BA = Basal Area

3. Methods

A mechanical tree-length harvesting system was used to harvest all units. The system consisted of a feller buncher, grapple skidder and a knuckleboom loader. Trees larger than 23 inches d.b.h. (diameter at breast height) were felled with a chainsaw. All limbing and topping was performed with a chainsaw in the stand. Products removed from the units included hardwood sawtimber and biomass logs. A biomass log was any material greater than 3 inches in diameter, reasonably straight, at least 10 feet long and that did not meet merchantability specifications of a saw log.

The Forest Operations Research Unit of the USDA Forest Service in Auburn, Alabama measured the productivity and efficiency of the harvesting system and its impact on the stand. This data along with the amount of timber removed from each unit allowed for the calculation of unit productivity and an estimate of cost and efficiency. Soil surface disturbances caused by the harvesting operations were assessed using the point transect method (McMahon, 1995). A total of 9 mutually exclusive disturbance classes were used. Each sample point was further classified by a location type (table 2). Additional soil surface disturbance classes were tabulated on a portion of Unit 31, a shelterwood with reserves thinning operation.
Table 5.-Disturbance classes and location types used to describe harvesting impacts.

<table>
<thead>
<tr>
<th>DISTURBANCE CLASS</th>
<th>LOCATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>-Undisturbed</td>
<td>-Landing</td>
</tr>
<tr>
<td>-Disturbed w/ litter in place</td>
<td>-Primary skid trail</td>
</tr>
<tr>
<td>-Litter removed &amp; topsoil exposed</td>
<td>-Secondary skid trail</td>
</tr>
<tr>
<td>-Litter removed &amp; mineral soil exposed</td>
<td>-Stand area</td>
</tr>
<tr>
<td>-Litter &amp; soil mixed</td>
<td>-Road</td>
</tr>
<tr>
<td>-Soil exposed &gt; 4 inches</td>
<td>-Other (stream bed, SMZ)</td>
</tr>
<tr>
<td>-Non-soil (stumps, rocks, logs, etc.)</td>
<td></td>
</tr>
<tr>
<td>-Logging slash</td>
<td></td>
</tr>
<tr>
<td>-Soil deposited on top of ground</td>
<td></td>
</tr>
</tbody>
</table>

An assessment of soil response to a thinning operation was conducted by measuring select soil physical properties in a select area of one thinning treatment: shelterwood with reserves. This treatment had the potential for the greatest impact on soil resources due to the higher basal area removals. Three blocks were established that each measured approximately 1,000 ft² (40 x 25) feet along a hillslope of approximately 25% with two side by side and the third on the lowest portion of the slope. A grid system was superimposed on each block and sampling points laid out in a 4 x 8 foot grid for a total of 15 grid points per block. At each grid point, a soil core approximately 24 inches in length and 2 inches in diameter was removed, sectioned in 4 inch increments, dried at 105°C for 48 hours. Dry weights were recorded for each depth increment and final bulk density (BD) and soil moisture contents (SMC w/w) were calculated (Blake and Hartge, 1986). Prior to core removals, soil strength (SS) measurements were conducted by inserting a recording cone penetrometer to a depth of 16 inches and tabulated in 1 inch increments. The resulting data were compiled into cone index values for each 4 inches of soil depth.

Soil data related to BD and SS by depth were analyzed by using a mixed model (PROC MIXED) approach that tested main effects of harvest condition: preharvest vs. postharvest and disturbance class by depth and their interaction.
4. Results and Discussion

The research study required that the harvesting be completed with a mechanical harvesting system. The harvesting crew initially consisted of a rubber-tired feller buncher, a tracked swing-to-tree feller buncher, two grapple skidders and a knuckleboom loader. The rubber-tired feller buncher was equipped with a shear felling head with the assumption that smaller biomass material could be felled more effectively with such a machine. However, after a few weeks the contractor decided that it was better to do all felling with the tracked feller buncher. To balance system productivity both the rubber-tired feller buncher and one of the grapple skidders were removed from the crew. Later in 2007, the tracked feller buncher was replaced with a similar machine with a disc saw. This machine remained with the crew for the remainder of the study. Adverse (wet) weather conditions resulted in the extension of the harvesting well beyond the desired completion date of the end of the second growing season (winter 2008). The wet weather and the resulting slower harvesting productivity led to the decision to add a second harvesting crew (contractor 2) in June 2008. The second harvesting contractor was similarly equipped as the first. In early 2009, the first harvesting crew (contractor 1) stopped participating in the timber harvesting.

In an effort to complete the harvesting by the end of the second growing season the harvesting crews were allowed to work through the normal winter shutdown period (December to April). The crews were closely monitored and not allowed to exceed site disturbance limits set by the Forest Service. Working through the winter months did speed up harvesting but included extended periods of idle time when conditions were too wet. Of the 18 units harvested, 9 were completed by contractor 1, 8 were completed by contractor 2 and 1 unit was started by contractor 1 and finished by contractor 2.

The shelterwood with reserves units averaged 27 acres and took an average of 10 weeks to harvest. The woodland thinning and thinning to B-line units averaged 28 and 26 acres in size and took an average of 7 and 6 weeks respectively to harvest. Woodland thinning Unit 20 took 4 months to harvest. This unit was started by contractor 1 and then later finished by contractor 2. The unit was the largest unit in the study (48 ac) and consisted of several long thin ridge tops which contributed to the extended time to harvest.

Tons per acre removed varied, as expected, by treatment with an average of 77 tons/ac on the shelterwood units, 25 tons/ac on the B-line thinning units and 42 tons/ac on the woodland thinning units. Table 3 shows the removal percentage for each treatment. The thinning treatment, which had the lowest tons per acre removed also had a much lower percentage of Basal Area (BA) removed compared to the percentage of Stems Per Acre (SPA) removed. The percentage of biomass tons removed was also much lower than the percentage...
of sawlog tons removed. These results indicate that more small stems were removed in the thinning treatment and this resulted in lower harvesting productivity. The shelterwood treatment, on the other hand, had high percentages of both BA removed and SPA removed indicating a heavier removal across all stem diameters. The product removal percentages were close to being equally split between biomass and sawlogs. Average productivity by treatment decreased as the percent of biomass removed increased. The shelterwood treatments had the highest harvesting productivity (3.98 tons/PMH) and the least percent of biomass removed (54 percent) and the thinning treatments had the lowest harvesting productivity (2.60 tons/PMH) and the highest percentage of biomass removed (78 percent). Figure 1 shows the tons/ac removed for each treatment.

Table 3.-Percentages of Basal Area, Stems/Acre and tons removed.

<table>
<thead>
<tr>
<th>Treatment^1</th>
<th>Percent Removed</th>
<th>Percent Removed (tons)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BA^2 (ft^2)</td>
<td>SPA^3</td>
</tr>
<tr>
<td>2. Shelter</td>
<td>78</td>
<td>87</td>
</tr>
<tr>
<td>4. Thin</td>
<td>32</td>
<td>60</td>
</tr>
<tr>
<td>5. WThin</td>
<td>43</td>
<td>68</td>
</tr>
</tbody>
</table>

^1See Table 1 for Treatment Descriptions, ^2 Basal Area, ^3 Stems/acre

Figure 1.-Tons/ac removed from harvest units by treatment.
Site soil disturbances were tabulated on all harvested units. The disturbance categories are combined into 5 main disturbance types to highlight differences among treatments (Figure 2). The category “Soil exposed” combines the three disturbance classes “Litter removed & topsoil exposed”, “Litter removed & mineral soil exposed”, and “Litter & soil mixed” from Table 2. The “Slash” disturbance class was included to illustrate the amount of biomass left in the units and combines the disturbance classes “Slash” and “Non-soil”. “Non-soil” accounted for a very small percentage of data points of which the majority was downed logs. Eighteen percent of the shelterwood with reserves units were classified as “Slash”, while 9 percent and 11 percent of the thinning to B-line and woodland thinning units, respectively, were classified as “Slash”. “Slash” was defined as any piled limbs and tops located at the survey point.

![Figure 2.-Percent of area in various disturbance classes.](image)

“Soil Exposed” ranged from 24 percent on the thinning to B-line units to 32 percent on the shelterwood with reserves units. “Litter in Place” and “Undisturbed” combined, accounted for 49, 59, and 67 percent in shelterwood with reserves, woodland thinning and thinning to B-line, respectively. Thinning to B-line units had the highest percent area in undisturbed and litter in place which reflects the least average volume of timber removed (25 tons/ac).

Final soil disturbance class tabulation of the area evaluated for soil response (Unit 31) noted the presence of 5 classes: undisturbed (UND), disturbed with litter in place (TWL), soil exposed > 4 inches partitioned into ruts < 6 inches (RUTSLT6) and ruts greater than 6 inches (RUTSGT6) and top soil exposed (TSE). The percentage of each class included UND – 17.8%, TWL – 66.7%, RUTLT6 – 8.9%, RUTGT6 – 4.4%, and TSE – 2.2%. The highest percentage of
disturbance was TWL which matched the overall result for shelterwood with reserves followed by UND. More soil was exposed (TSE) in the overall tabulation compared to the soil evaluation site.

Bulk density increased in response to machine trafficking as indicated by postharvest increases relative to preharvest conditions (Figure 3a). The increase was significant at several depth increments throughout the soil profile: 5% level for the 8 – 12 and 20 - 24 inch soil layers while significance was detected at the 10% level in the 4 – 8 and 12 – 16 inch soil layers. The final BD levels over the depths evaluated may be an indication of the formation of a hardpan in response to harvest trafficking. In comparison, SS was reduced under postharvest conditions and differences were observed to be significantly different in subsoil layers between 4 and 16 inch soil layers, especially in the 12 – 16 inch layer (Figure 3b). Contrary to BD results, SS declined in response to harvesting operations with SS levels lowered in subsurface layers; the reduction in SS may mitigate the impact of a hardpan layer in subsurface layers.

Pre and post harvest BD values were compared to BD levels derived from a moisture-density compaction test (Proctor). Surface compaction levels of both conditions were less than 1.0 Mg m-3 that was lower than peak levels estimated at 1.53 Mg m-3. Similarly, BD levels measured in the immediate subsurface layer (4 – 8 in) were estimated to be approximately 1.1 and 1.3 Mg m-3, respectively, and less than the 1.77 Mg m-3 estimated from the Proctor test. Soil strength levels greater than 2.5 MPa in the 12 – 16 in subsoil layer may limit root exploration and proliferation (Taylor et al., 1966)
Significance - *** - 0.01%, ** - 0.05%, and * - 0.10%

Figure 3 a - b. Bulk Density (Mg/m³) (a) and Soil Strength (MPa) (b) Response to a Thinning Operation, Kentucky. Note: Soil Strength is expressed by Cone Index values.

The relationship among BD, SS and SMC was investigated to evaluate their influence (Figure 4 a-c). Bulk density increases occur at the expense of soil structure, decreasing pore size and volume, in turn affecting water and air infiltration and retention. Soil moisture contents narrowly ranged between 10 and 15% under pre-harvest conditions over a wide range of BD values (~0.8 to 1.6 Mg/m³) versus elevated moisture contents under postharvest conditions over a slightly smaller range of BD (Figure 4a). This may be an indication of decrease in soil volume with a rearrangement of soil pore volume and size that retained a greater amount of soil moisture (Ampoorter et al., 2010). The relationship between BD and SMC was

(Figure 4 a-c). Bulk density increases occur at the expense of soil structure, decreasing pore size and volume, in turn affecting water and air infiltration and retention. Soil moisture contents narrowly ranged between 10 and 15% under pre-harvest conditions over a wide range of BD values (~0.8 to 1.6 Mg/m³) versus elevated moisture contents under postharvest conditions over a slightly smaller range of BD (Figure 4a). This may be an indication of decrease in soil volume with a rearrangement of soil pore volume and size that retained a greater amount of soil moisture (Ampoorter et al., 2010). The relationship between BD and SMC was
stronger ($r^2 = 0.81$) under postharvest conditions compared to preharvest as a result of compactive forces on soil structure.

Soil strength measurements are influenced by SMC as evidenced by the relationship depicted in Figure 4a. Preharvest SS increased in response to reductions in SMC ($r^2=0.89$) while SS measurements in post harvest (13 – 23%) indicated SMC were sufficient to minimize its influence on SS levels although the relationship was weaker ($r^2=0.57$). Elevated soil moisture conditions facilitate SS measurements by reducing the influence of specific soil conditions, e.g. BD, soil texture, etc. (Ayers and Perumpral, 1982). This is further confirmed by the relationship in Figure 4b in which elevated preharvest BD levels were strongly related to elevated SS levels ($r^2=0.99$) while this relationship was not as strong under post harvest conditions ($r^2=0.87$) presumably due to the increase in SMC with increased BD levels.
Figure 4 a – c. Relationship among bulk density (BD), soil moisture content (SMC w/w), and soil strength (SS) in response to a thinning operation, Kentucky.

Further assessment of machine impacts was conducted through the tabulation of surface soil disturbance classes (Figure 5). The disturbance class related to TWL was most often tabulated in the study area and may indicate a minimum of soil damage.

Figure 5. Soil disturbance classes of a study site in response to a thinning operation, Kentucky.

Examination of soil properties by disturbance class was limited to three classes: UND, TWL, and RUTLT6 due to their prevalence in the study site (Figures 6a & b). Surface BD was elevated in response to surface exposure (RUTLT6) followed by TWL and UND, respectively (Figure 6a). Subsoil BD increased with depth in all classes, and may be an indication of the formation of hardpan development, especially TWL. No significant differences were detected.
Soil strength levels were higher in UND compared to RUTLT6 and TWL which might not have been expected (Figure 6b). This may be due to less soil moisture contained in UND resulting in more resistance to penetration during SS measurements. Less soil moisture was associated with BD in UND, the lower SMC contributing to higher SS levels of BD when compared to TWL and RUTLT6.

Figure 6 a & b. Soil bulk density (BD) (a) and soil strength (SS) (b) response to soil disturbances during thinning, Kentucky.
5. Conclusions

The longevity of this study (May 2007 – August 2009), the addition of a second harvesting contractor (and subsequent retraction of the first contractor), changing personnel and machines within crews, and adverse weather conditions all complicated the analysis of this study.

Soil disturbance resulting from mechanized ground-based harvesting appeared to be related to the volume removed. More removal was associated with higher levels of soil disturbance and more coverage of logging residues. The amount of stand area impacted by skid trails was relatively low, averaging between 12 percent and 16 percent of total area. This range is in-line with those measured by other studies.

Machine trafficking induced changes in soil physical properties related to BD, SMC and SS as would be expected. Bulk density increased in response to trafficking but final BD levels were lower than maximum levels predicted by Proctor tests. Soil strength declined in response to trafficking, which was atypical and attributed to increased soil moisture levels after trafficking.

Soil disturbances were limited primarily to UND and TWL with a smaller proportion tabulated as RULT6, RUTGT6 and TSE. Bulk density levels were elevated in each disturbance class with depth but no significant differences were detected. Soil strength declined in response to disturbance with TWL levels showing a greater difference in the upper 8 inches.
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Ground based timber extractions are common harvesting systems in the United States as well as other timber producing countries. Machine movements during harvesting may result in areas in which soils have been negatively impacted leading to increased erosion and soil compaction. This is especially true of primary skid trails that have been established to facilitate tree removals. Several techniques have the potential to reduce soil compaction including corduroying skid trails with slash or using equipment exerting lower ground pressures. Typical measures of compaction include bulk density and mechanical resistance. However, bulk density measurements require destructive sampling and are time consuming while mechanical resistance measurements are highly variable due to soil moisture content, bulk density, and operator consistency. Therefore, we established a research project designed to accomplish two objectives: 1) compare and contrast conventional measures of soil compaction with a newer technique using soil stress residuals, and 2) compare the effects of slash versus bare soil on skid trails trafficked by a rubber-tired grapple skidder and a dozer. The project will be located within an upland hardwood/pine stand in the Ridge and Valley physiographic region. The initial pilot study indicated that soil stress residuals as an indication of compaction level increased by approximately 25% after 1 pass, 12% after 2 passes, and less with subsequent passes (6 total). Comparison of the newer technique of soil compaction measurement with existing techniques, as well as the effects of cover and equipment type on compaction, will be discussed.

1. Introduction

Ground-based systems are commonly used for timber harvesting in the southeastern United States. These systems rely on equipment to fell, transport, and process timber...
Forest machinery is heavy and traffics a portion of mechanically harvested sites. Depending on soil characteristics and site conditions, forest machinery can significantly change soil properties. It is often desirable to characterize the change in soil properties before and after a harvest. After soil series and moisture content are determined, traditional soil properties including bulk density, mechanical resistance, porosity, and saturated hydraulic conductivity can be analyzed (Greacen, et. al, 1980).

The forest industry is growing in the Appalachian Mountain region and harvesting is occurring more often and impacting more forest lands. Despite intensive research on many aspects of timber harvesting in the Appalachians, knowledge regarding changes in soil characteristics due to harvest are limited (Wang, et. al, 2007). The project was designed to provide information about two different types of machinery, cover type, and the number of machinery passes associated with overland skidding in the mountains.

2. Methods

2a. Field Site

A harvest was conducted on the Fishburn Forest, Virginia Tech’s research forest, in spring 2015. The study site was located adjacent to a log landing that provided an ideal area for data collection without impacting harvest operations. The site was located on a continuous 7% grade atop a small ridge. The forest was an upland oak system consisting of chestnut, white and scarlet oaks with some white pine interspersed. The forest floor inside the study area was not disturbed during initial project installation. The study site is located on a Berks-Clymer complex where soils are silt loam in texture, moderate to well drained, and shallow in depth containing many coarse fragments. Depth to shale or sandstone bedrock is shallow; 27 – 49 inches (USDA, 1985).

The study site was located next to an existing ridge road in an area of un-trafficked forest. Trees and brush were cut and removed by hand to create three travel lanes. Equipment was not permitted to enter the study area during preparations to ensure the first two sets of measurements were representative of zero and one machine pass. The study site measured 120 ft by 40 ft and consisted of two travel lanes and a return lane adjacent to the study site. Each travel lane was divided into six 20 ft long by 20 ft wide segments. The rubber-tired skidder (skid) was assigned to one travel lane and the tracked skidder (dozer) was assigned to the other. Both machines used the existing ridge road as a return lane to exit the study area and line up for another pass. Within each travel lane, three segments were assigned to be left bare, and three segments were covered with slash. Slash was considered to be woody debris left on
site and was piled to an initial depth of ~ 3 ft. Slash is a commonly used best management practice to reduce soil disturbance by providing cover, provide weight distribution, and aid in machinery movements (VDOF, 2011). This setup allowed for comparison of machine, cover type, and number of machinery passes on soil quality. Figure 1 below shows the study site layout. The arrows represent the direction of travel for each lane. Each small block is a 20 ft by 20 ft segment. Machine type is identified by “Skid” or “Dozer,” numbers represent segments, and cover type is “Bare” or “Slash.”

Data collection occurred following zero, one, three, six, nine, and twelve passes. Each time sampling occurred, soil cores were extracted, mechanical resistance was measured, and soil moisture was recorded. Soil cores were collected using standard bulk density hammers paired with two 2 in x 2 in metal rings. Two cores were extracted from each lane segment to a depth of 4 – 5 in after each set of passes. The cores were capped and bagged for storage and transport. A Rimik CP20 recording cone penetrometer was used to record mechanical resistance. The penetrometer was set to record in kilopascals associated with every 25 mm (1 in) change in depth of soil. Three sets of mechanical resistance measurements were taken in a triangular pattern surrounding the soil core sampling location. Soil moisture was measured using a Campbell Scientific Hydro-Sense TDR moisture meter. Two readings were taken near the soil core location after each set of passes for each segment. See Figure 2 below for the sampling layout for each 20 ft by 20 ft segment as well as sample location for each set of passes. The zero pass samples were taken between the tracks and samples for passes one, three, six, nine, and twelve were taken from within the trafficked areas as shown. Zero pass represented initial conditions.
2b. Machinery

The skidder is vital to ground-based timber operations and makes the most passes through the harvest area. The skidder is utilized on job sites regardless of the method of felling because it is the machine that transports cut timber from the woods to a landing or collection point (McGonagill, 1978, Simmons, 1979). A small dozer was used to represent a tracked skidder and a grapple skidder was used to represent a rubber-tired skidder. It was impractical to actually pull a complete turn of logs through the course because of disturbing the slash and contaminating the bare treatments. To replicate loaded passes, a weight constructed of metal pipe filled with concrete was suspended from the dozer’s fire plow and the skidder’s grapple. The goal was to simulate the butt weight of a turn of logs. The weight was 1412 lb and suspended with 60 lb of chain and binders. It was assumed that the ground supports the majority of the weight of a turn of logs and the machinery only supports a finite amount of each turn.

The dozer was a 1986 John Deere 450E with a fire plow attached to the rear. The dozer was equipped with standard metal tracks. Each track measures 82.2 in long and 18.0 in wide. Both tracks result in a contact area of 2959 in². The standard dozer has an operational weight of 15350 lb. These specifications result in a ground pressure of 5.2 psi (John Deere, 1985). For the actual measurements in the study, the fire plow, weight, and bindings were added. The
450E weighed 17500 lb including the fire plow. This combined with the suspended weight resulted in a total weight of 18972 lb and a ground pressure of 6.4 psi. Figure 3 below depicts the bulldozer with attached weight.

![Figure 3. John Deere 450 dozer.](image1)

![Figure 4. CAT 525D skidder.](image2)

The wheeled skidder was a 2014 Caterpillar 525D with dual arch grapple, winch, and front blade. The skidder was equipped with single Firestone Forestry Special size 30.5 L – 32 (20) rubber tires. From published Firestone specifications (Bridgestone Americas Tire Operations LLC, 2015), each of the four tires has a flat plate area of 378 in². Total ground contact area supporting the machine is 1512 in². From the Carter Caterpillar dealership, the 525D skidder used in the study weighed 45249 lb (Caterpillar, 2014). The addition of the suspended weight brings the total equipment weight to 46721 lb. This results in a ground pressure of 30.9 psi. Figure 4 above shows the CAT 525D skidder with the attached weight.

### 2c. Laboratory and Data Analysis

Soil cores were analyzed for saturated hydraulic conductivity, macro and micro porosity, and bulk density. For each set of measurements taken during the experiment, two soil cores were extracted. The two cores provided two samples used to calculate a representative average for each soil property for each set of passes. Mechanical resistance data was downloaded from the Rimik CP20 recording penetrometer as a data file and analyzed in software. Soil moisture data was recorded by hand in the field and input into software for analysis.

Saturated hydraulic conductivity was determined using the constant head technique. Soil cores were completely saturated by immersing them in water for a minimum of 24 hours. The cores were removed from immersion and placed in an apparatus that maintained a...
constant head of water. The amount of water that passed through a soil core and the
associated time were recorded. Samples that exhibited pipe flow were not included in analysis.
The Berks – Clymer complex has a maximum permeability of 6.0 in/hr, or 15.24 cm/hr (USDA,
1985). Knowing that the soil contained numerous coarse fragments combined with professional
judgment, samples were excluded due to pipe flow at a threshold of 150 cm/hr. This value
preserved the data set while staying within the known magnitudes of silt structured materials.
According to Coduto (1999), the maximum magnitude of flow through silt materials is 0.01
cm/s, and 150 cm/hr corresponds to 0.04 cm/s. Soil cores that failed to produce the minimum
flow of water for measurement were assumed to be impermeable. A flow rate of 0.0001 cm/hr
was assigned to these samples. The Berks – Clymer complex has a minimum permeability of 0.6
in/hr, or 1.52 cm/hr, but contains pockets of clays that are impermeable (USDA, 1985).
According to Coduto (1999), the minimum magnitude of flow through silt materials is 10-8
cm/s, and 0.0001 cm/hr corresponds to 2.7 x 10-8 cm/s.

Micro and macro porosity were determined using a tension table setup and a drying
oven. For the apparatus used, a tension of 50 cm of water in equilibrium with the water in the
soil core results in macro pores being empty leaving water in micro pores. Soil cores were
immersed in water for a minimum of 24 hours to achieve full saturation. The cores were then
placed on the tension table and allowed to rest for 24 hours to come to equilibrium with the 50
cm applied tension. The equilibrium weight of the cores was recorded and then the cores were
baked in a drying oven at 105° C for a minimum of 24 hours to determine oven dried weight.
Equilibrium weight was compared to oven dried weight to determine the percentage of micro
pores. Macro pores were assumed to be the difference between total porosity and the
percentage of micro pores. Total porosity was calculated based on corrected bulk density and
an assumption of 2.65 g/cm³ density of coarse fragments.

Bulk density was determined for each core based on cylinder volume and oven dried
weight which were both determined from previous porosity analysis. Analysis of several cores
showed that the soil contained a large amount of coarse fragments, so bulk density values were
corrected. Samples were corrected following the methods found in the Soil Survey Field and
Laboratory Methods Manual (2014). Soil cores were oven dried, ground with mortar and pestle,
sieved, and rinsed. The remaining fragments were oven dried and weighed. This method
accounted for both the weight and volume occupied by the coarse fragments.

Mechanical resistance data was recorded as a Rimik CP20 recording cone penetrometer
passed through the soil profile. The device recorded penetration resistance in kilopascals for
every 25 mm of depth into the soil. The unit was used to record three samples of data for each
set of experimental data collection. The three samples were averaged to form one
representative set of mechanical resistance data for each part of the experiment. The 25 mm depth increment proved to be too finite for analysis. Following a process similar to those in Bolding, et al. (2009), the mechanical resistance values were regrouped into depth classes: 25 – 100 mm, 125 – 200 mm, 225 – 300 mm, 325 – 400 mm, 425 – 500 mm, and 525 – 600 mm. The first depth class was compared to the soil core data as it results from the same part of the soil profile; the depth class corresponds to 1 – 4 in below the surface and soil cores were taken from 4 – 5 in below the surface. Two volumetric soil moisture measurements were taken with each set of collected data. These values were averaged to provide a single representative value. JMP statistical software was used to organize and analyze data (SAS Institute Inc., 2012). As this is a preliminary review of the data, mean values of parameters were used. The experiment was designed to allow for separate analysis of each type of machinery for changes in bulk density, hydraulic conductivity, and porosity. Raw values for each soil property were compared to the initial existing condition yielding the magnitude and direction of change of a given property. This method of analysis accounted for initial variation of plots.

3. Results and Discussion

The rubber tired skidder and dozer had an impact on the visual appearance of the soils and cover of the experimental site. The skidder created deep ruts with obvious soil displacement whereas the dozer did not. Slash treatments were compressed and limbs and branches were broken forming a mat. Results are presented separately for the skidder and the dozer because of the major difference in magnitude of weight.

A major objective of the study was to determine if cover type on an overland skid trail impacts changes in soil characteristics due to traffic. The average change in each soil property was compared to initial conditions for the entire 12 passes observed. In terms of saturated hydraulic conductivity both the skidder and the dozer experienced a larger loss in conductivity for slash treatments than bare. The magnitude of the decrease in conductivity for slash was 2 to 3 times that of the bare treatment. Cover type did not have an impact on changes in bulk density. Bulk densities after 12 passes were greater than those of the initial conditions. The skidder resulted in an increase of 0.2 g/cm³ while the dozer resulted in an increase of 0.05 g/cm³. Both machines decreased the total porosity of the soils, but the skidder resulted in three times the loss. Cover type did not result in major differences in total porosity change. Micro porosity was increased by trafficking the soil and slash cover did not impact changes in micro porosity for the skidder. For the dozer, bare treatments experienced double the increase in micro pores than the slashed treatments. Cover type did not have a major impact on changes...
in macro porosity, but in both cases bare treatments experienced a slightly greater loss of macro pores. The skidder caused three times the loss of macro pores than the dozer. For the skidder, bare treatments experienced an increase of 5.8% in water content while slash treatments only saw an increase of 2.3%. The dozer resulted in a loss of 1.1% in water content for bare treatments while slashed treatments water content increased by 0.4%. These results are summarized in Table 1 on the following page.

Table 1. Average results for comparison of cover type by machine for soil properties over the entire 12 passes; reported values are changes from initial conditions.

<table>
<thead>
<tr>
<th>Machine</th>
<th>Cover</th>
<th>Saturated Hydraulic Conductivity</th>
<th>Bulk Density</th>
<th>Micro Porosity</th>
<th>Macro Porosity</th>
<th>Volumetric Water Content</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>cm/hr</td>
<td>g/cm³</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Skidder</td>
<td>Bare</td>
<td>-6.50</td>
<td>0.18</td>
<td>-6.90</td>
<td>2.00</td>
<td>-8.90</td>
</tr>
<tr>
<td></td>
<td>Slash</td>
<td>-11.10</td>
<td>0.16</td>
<td>-6.20</td>
<td>2.00</td>
<td>-8.20</td>
</tr>
<tr>
<td>Dozer</td>
<td>Bare</td>
<td>-4.40</td>
<td>0.05</td>
<td>-1.70</td>
<td>1.70</td>
<td>-3.40</td>
</tr>
<tr>
<td></td>
<td>Slash</td>
<td>-13.10</td>
<td>0.05</td>
<td>-1.80</td>
<td>1.00</td>
<td>-2.80</td>
</tr>
</tbody>
</table>

Within a given cover type for each machine, the number of passes of machinery were compared to changes in soil properties. There was major change after the first pass for the skidder and appreciable change for the dozer between three and six passes.

The skidder experienced a major loss in hydraulic conductivity after the first pass for both bare and slashed treatments. There was a loss of 19.7 cm/hr for bare treatments and a loss of 14.6 cm/hr for slashed treatments. After three passes, both cover types experienced a rebound in hydraulic conductivity. Bare treatments saw an increase of 8.9 cm/hr above initial conditions whereas slash treatments recovered to 6.2 cm/hr below initial conditions. From six to twelve passes under both cover types, the skidder reflected a loss in hydraulic conductivity comparable to that after the first pass. Slashed treatments saw greater loss of saturated hydraulic conductivity than bare treatments. Changes in saturated hydraulic conductivity were closely related to macro porosity. When macro porosity declined significantly, saturated hydraulic conductivity did as well. For bare treatments 11.2% of macro pores were lost after one pass with rebound to a loss of 7.9% after three passes. After three passes, the loss of macro pores remained constant around 11.0%. For slashed treatments macro pores were reduced by 9.8% after one pass and remained constant around 11.0% loss for passes three through twelve. Bulk density increased by 0.2 g/cm³ after the first pass for both cover types and remained relatively consistent for the remainder of passes from six to twelve. No major trends emerged.
for change in micro porosity and volumetric water content. For both cover types, values increased with traffic and then remained relatively constant.

Cover played a more significant role for the dozer. Bare treatments experienced major changes after one pass, but did not experience appreciable change under slashed conditions until three to six passes. In terms of saturated hydraulic conductivity, the dozer lost 4.1 cm/hr after one pass, rebounded to 0.3 cm/hr after three passes, and reflected losses of about 8.0 cm/hr from six to twelve passes. For slashed conditions no major loss was found after one pass, but a loss of 12.5 cm/hr occurred after three passes. Slash experienced significant losses after six and twelve passes of 25.3 and 26.6 cm/hr respectively. Macro porosity was related to a saturated hydraulic conductivity. Under bare conditions, the dozer lost 2.3% of macro pores after one pass. Loss gradually increased to between 6.0 and 7.0% loss after twelve passes. Slashed treatments experienced a slight increase in macro pores of 1.7% after one pass followed by losses from three to twelve passes. The slashed treatment lost 8.6% of macro pores after twelve passes. Bulk density was increased by 0.06 g/cm³ after three passes for bare treatments and reached a consistent value of 0.1 g/cm³ for passes nine and twelve. Bulk density did not increase to 0.06 g/cm³ until six passes for slashed treatments. Micro porosity increased with traffic on average for bare and slashed treatments, but no major patterns were apparent. Volumetric water content did not exhibit any apparent pattern as values reflected both an increase and decrease in volumetric water content. Table 2 below provides detailed information about each machine, cover type, and the associated changes in soil properties.

Table 2. Results for soil properties based on machine, number of passes, and cover type; values reported are changes from initial conditions.

<table>
<thead>
<tr>
<th>Machine</th>
<th>Passes</th>
<th>Cover</th>
<th>Saturated Hydraulic Conductivity</th>
<th>Bulk Density</th>
<th>Porosity</th>
<th>Micro Porosity</th>
<th>Macro Porosity</th>
<th>Volumetric Water Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skidder</td>
<td>0</td>
<td>Bare</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Bare</td>
<td>-19.68</td>
<td>0.18</td>
<td>-6.94</td>
<td>4.29</td>
<td>-11.24</td>
<td>6.17</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Bare</td>
<td>8.91</td>
<td>0.17</td>
<td>-6.35</td>
<td>1.58</td>
<td>-7.94</td>
<td>7.33</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Bare</td>
<td>-19.65</td>
<td>0.22</td>
<td>-8.53</td>
<td>2.94</td>
<td>-11.47</td>
<td>6.50</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Bare</td>
<td>-5.46</td>
<td>0.27</td>
<td>-10.29</td>
<td>1.23</td>
<td>-11.52</td>
<td>9.00</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Bare</td>
<td>-2.83</td>
<td>0.24</td>
<td>-9.14</td>
<td>1.85</td>
<td>-10.99</td>
<td>5.83</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Slash</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Slash</td>
<td>-14.58</td>
<td>0.18</td>
<td>-6.83</td>
<td>2.93</td>
<td>-9.76</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Slash</td>
<td>-6.15</td>
<td>0.18</td>
<td>-6.75</td>
<td>2.62</td>
<td>-9.37</td>
<td>1.17</td>
</tr>
</tbody>
</table>
Mechanical resistance data was analyzed for the effect of cover over the 12 passes of the experiment. Mechanical resistance values are presented from the two uppermost depth classes; 25 – 100 mm (depth class 1) and 125 – 200 mm (depth class 2). These depth classes correspond to the same depth as the extracted soil cores. As with the other soil characteristics, the reported numbers show the change from initial conditions.

For the skidder in depth classes 1 and 2, cover had a major effect. Bare treatments in depth class 1 experienced an increase of 385.0 kPa while slashed treatments experienced only an 85.0 kPa increase. The same held true for depth class 2. Bare treatments mechanical resistance increased by 607.2 kPa while slash treatments only increased by 382.0 kPa. The dozer followed the same trends, but the magnitudes of the increases were slightly lower. For bare treatments in depth class 1 the mechanical resistance increased by 378.7 kPa while slashed treatments increased by 73.7 kPa. For the bare dozer treatments in depth class 2, there was an increase of 490.0 kPa and there was an increase of 84.5 in the slash treatments. Table 3, below, reports the average change in mechanical resistance based on machine type and cover.

<table>
<thead>
<tr>
<th></th>
<th>6</th>
<th>Slash</th>
<th>-16.29</th>
<th>0.28</th>
<th>-10.63</th>
<th>1.02</th>
<th>-11.65</th>
<th>2.67</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>Slash</td>
<td>-13.16</td>
<td>0.21</td>
<td>-7.83</td>
<td>2.86</td>
<td>-10.69</td>
<td>3.33</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Slash</td>
<td>-16.43</td>
<td>0.13</td>
<td>-4.88</td>
<td>2.64</td>
<td>-7.52</td>
<td>5.00</td>
<td></td>
</tr>
<tr>
<td>Dozer</td>
<td>0</td>
<td>Bare</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Bare</td>
<td>-4.10</td>
<td>-0.02</td>
<td>0.62</td>
<td>2.91</td>
<td>-2.29</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Bare</td>
<td>0.26</td>
<td>0.06</td>
<td>-2.13</td>
<td>1.27</td>
<td>-3.40</td>
<td>-2.00</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Bare</td>
<td>-7.41</td>
<td>0.02</td>
<td>-0.80</td>
<td>1.56</td>
<td>-2.36</td>
<td>-1.50</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Bare</td>
<td>-9.11</td>
<td>0.11</td>
<td>-4.22</td>
<td>2.69</td>
<td>-6.91</td>
<td>-1.50</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Bare</td>
<td>-6.22</td>
<td>0.10</td>
<td>-3.79</td>
<td>1.63</td>
<td>-5.42</td>
<td>-1.67</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Slash</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Slash</td>
<td>0.39</td>
<td>-0.03</td>
<td>1.35</td>
<td>-0.32</td>
<td>1.67</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Slash</td>
<td>-12.49</td>
<td>0.04</td>
<td>-1.46</td>
<td>1.27</td>
<td>-2.73</td>
<td>-1.17</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Slash</td>
<td>-25.28</td>
<td>0.06</td>
<td>-2.21</td>
<td>2.74</td>
<td>-4.94</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Slash</td>
<td>-14.60</td>
<td>0.06</td>
<td>-2.37</td>
<td>-0.14</td>
<td>-2.23</td>
<td>-0.67</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Slash</td>
<td>-26.64</td>
<td>0.16</td>
<td>-6.16</td>
<td>2.44</td>
<td>-8.60</td>
<td>2.67</td>
</tr>
</tbody>
</table>
Table 3. Average results for comparison of cover type by machine for mechanical resistance over 12 passes; reported values are changes from initial conditions.

<table>
<thead>
<tr>
<th>Machine</th>
<th>Cover</th>
<th>Mechanical Resistance, 25 - 100 mm cm/hr</th>
<th>Mechanical Resistance, 125 - 200 mm g/cm³</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skidder</td>
<td>Bare</td>
<td>384.97</td>
<td>607.19</td>
</tr>
<tr>
<td></td>
<td>Slash</td>
<td>84.99</td>
<td>382.01</td>
</tr>
<tr>
<td>Dozer</td>
<td>Bare</td>
<td>378.70</td>
<td>490.00</td>
</tr>
<tr>
<td></td>
<td>Slash</td>
<td>73.75</td>
<td>84.47</td>
</tr>
</tbody>
</table>

Mechanical resistance data from depth classes 1 and 2 was analyzed based on machine type, cover type, and number of passes. Traffic resulted in increased mechanical resistance values. The skidder and dozer showed major fluctuations in mechanical resistance for slash treatments. Table 4 shows the change in mechanical resistance for two depth classes based on machine, number of passes, and cover type.

For depth class 1 and 2 bare treatments, the skidder caused significant increases in mechanical resistance for the first three passes. For passes six through twelve, mechanical resistance dropped and maintained a consistent value. Depth class 1 reached a maximum of 710.9 kPa after three passes and leveled out around 350.0 kPa. Depth class 2 reached a maximum of 1102.6 kPa and leveled out around 600.0 kPa. For depth class 1 with slash the skidder caused a decrease after the first and sixth pass, but the overall change was an increase of 230.0 kPa after twelve passes. A maximum of 822.5 kPa was reached with slash cover for depth class 2 after three passes. Values dropped to 274.0 kPa increasing to 402.0 kPa by twelve passes.

The dozer did not exhibit any clear pattern for bare treatments regardless of depth. Values of mechanical resistance increased and decreased throughout the study. The magnitude of change at the second depth class was larger than the first. At depth class 1 for slash treatment with the dozer, mechanical resistance values decreased for the first three passes and then increased to 356.3 kPa at six passes. Values decreased after nine passes, but showed an increase of 448.6 kPa after twelve. Depth class 2 for the dozer with slash experienced decreases in resistance over 200.0 kPa after passes one and nine. All other passes increased with a maximum of 507.7 kPa after 12 passes.
Table 4. Results for mechanical resistance based on machine, number of passes, and cover type; values reported are changes from initial conditions.

<table>
<thead>
<tr>
<th>Machine</th>
<th>Passes</th>
<th>Cover</th>
<th>Mechanical Resistance, 25 - 100 mm kPa</th>
<th>Mechanical Resistance, 125 - 200 mm kPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skidder</td>
<td>0</td>
<td>Bare</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Bare</td>
<td>582.41</td>
<td>754.83</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Bare</td>
<td>710.94</td>
<td>1102.61</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Bare</td>
<td>391.86</td>
<td>504.03</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Bare</td>
<td>290.91</td>
<td>686.46</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Bare</td>
<td>333.72</td>
<td>595.22</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Slash</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Slash</td>
<td>-118.03</td>
<td>431.25</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Slash</td>
<td>236.75</td>
<td>822.50</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Slash</td>
<td>-101.28</td>
<td>274.86</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Slash</td>
<td>263.33</td>
<td>361.47</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Slash</td>
<td>229.16</td>
<td>402.00</td>
</tr>
<tr>
<td>Dozer</td>
<td>0</td>
<td>Bare</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Bare</td>
<td>335.20</td>
<td>525.94</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Bare</td>
<td>513.92</td>
<td>480.78</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Bare</td>
<td>394.81</td>
<td>692.45</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Bare</td>
<td>672.89</td>
<td>779.75</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Bare</td>
<td>355.39</td>
<td>461.09</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Slash</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Slash</td>
<td>-182.97</td>
<td>-209.64</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Slash</td>
<td>-33.00</td>
<td>134.41</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Slash</td>
<td>356.33</td>
<td>314.33</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Slash</td>
<td>-146.42</td>
<td>-239.95</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Slash</td>
<td>448.55</td>
<td>507.67</td>
</tr>
</tbody>
</table>

4. Summary and Conclusions

Trafficing associated with overland skidding changed all of the soil properties that were analyzed. Some results were as expected, but others seemed contradictory. For both types of machinery, visible ruts were present following the study. The heavy grapple skidder created deep ruts with obvious soil movement and displacement. The lighter dozer created shallow uniform ruts. Jansson et. al (1998) reported the same types of rutting associated with wheeled versus tracked machinery. Wang et. al (2007) noted that under wet conditions, or in cases where soil moisture is increased, heavy machinery may displace rather than compact soil. This phenomenon was noted by Sheridan (2003) in which traffic increased soil water content leading to soil displacement rather than continued compaction.
Changes in soil properties occurred within the first loaded pass for both machines regardless of cover type except for the dozer with slash treatment (effects occurred after three to six passes in this case). For overland skid trails experiencing traffic levels of twelve passes, wheeled skidders will increase bulk density by 0.2 g/cm³ and tracked skidders will increase bulk density by 0.05 g/cm³ in the mountains on silt loam soils. These results are similar to those found by Wang et. al (2007). Increases in bulk density were found after a single loaded pass on mountain soils with a slight decrease after four passes to a constant value. This finding is similar to the skidder data from this experiment. Mechanical resistance of soils was increased after one pass, but effects were slightly diminished after more intense trafficking. Sheridan (2003) found increases in mechanical resistance following two passes for tracked machines and ten passes for rubber-tired machines. Sheridan reported significant losses of saturated hydraulic conductivity following traffic by heavy machinery. Jansson et. al (1998) reported that both tracked and wheeled machines increase bulk density and decrease macro porosity. This finding supports the relationship found between saturated hydraulic conductivity and macro pore space found in this experiment.

When soil properties are analyzed over the entire twelve passes, interesting and unexpected relationships between bare and slash cover are apparent. Slashed treatments experienced a loss in saturated hydraulic conductivity two to three times that experienced by bare treatments. Cover did not impact changes in bulk density or total porosity. The experiment did show the rubber-tired skidder resulted in three times the reduction of pore space than the dozer. This is likely a result of the weight difference. Cover did not result in any difference in the increase in micro pore space for the rubber-tired skidder. The tracked vehicle saw double the increase in micro pores on bare treatments than slash. Loss in saturated hydraulic conductivity was directly tied to loss of macro pore space. Bare treatments saw a greater loss of macro pore space than slashed. Cover played a major role in changes in mechanical resistance. Bare treatments exhibited much higher soil strength than slashed treatments.

More research is needed to understand the role of slash as a means of soil protection. Slash is an encouraged method for protecting exposed soils from erosion (VDOF, 2011). Although slash provides cover, this study showed that slash does not alleviate the effects of traffic on the underlying soil profile. The results that showed slash as inadequate soil protection from this study may be influenced by project design and installation. Wood et. al (2003) found that common failures associated with slashed roads were caused by large diameter slash and slash placement. Large logs can be forced into the soil surface. These results were common after heavy traffic or during turning. Slash roads should be constructed of evenly distributed small diameter material. Eliasson et. al (2007) had similar findings to our experiment. Although
slash was expected to reduce rutting and prevent compaction, they found no significant relationship between slash cover and reduced changes in soils. They suspected that excess traffic leads to breakage, thinning, and ultimate failure of slash roads. Wood et. al (2007) found that slash reduced negative changes in the top soil consistent with our findings of less change in mechanical resistance within the upper depth classes.

Even though direct comparison cannot be made between machines because of the difference in weight, it was striking that many of the soil properties were changed almost as much by the small dozer as the massive rubber-tired skidder. Researchers including Sheridan (2003) have found this. They did not find major differences between rubber-tired and tracked vehicles. Despite the major differences in ground pressure, tracked vehicles are subject to higher amounts of vibration. The larger contact area with vibration actually works to tamp the soil or cover leading to changes in soil properties.
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Sediment is one of largest nonpoint source pollutants in the US and is the leading pollutant from forest operations. Forest roads with operational ditches at stream crossings approaches have the potential to increase sedimentation without careful application of best management practices (BMPs) and have been a central issue in recent court cases. Forestry BMPs have proven effective for erosion control, but few studies have quantified sediment delivery reduction from various levels of BMPs for forest ditches. This project was designed to evaluate the effectiveness and cost of the following operational roadside ditch BMPs: 1) bare soil (Bare), 2) grass seeded only (Seed), 3) grass seeded with erosion control mulch mat (Mat), 4) check dams (Check), and 5) completely rocked (Rock). Sediment delivery was measured from 14 logging haul road ditch segments during Pre-harvest, Harvest, and Post-harvest periods using silt fence and sediment pins. Costs of BMP implementation were greatest for Rock followed by Check, Mat, and Seed treatments, respectively. Sediment delivery rates were greatest directly following ditch reconstruction and BMP implementation. Smaller increases in sediment delivery were observed following cutslope collapses (during Pre-harvest) and road surface maintenance (during Post-harvest). Bare, Check, and Rock treatments had the greatest mean sediment delivery rates (7.52, 5.53, and 1.94 Mg ha-1 yr-1, respectively) and were significantly greater than Mat and Seed treatments (0.10 and 0.08 Mg ha-1 yr-1, respectively). Thus implementing cost effective ditch BMPs that provide adequate cover and fit site specific situations is recommended to reduce sediment delivery from ditched stream crossing approaches.
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1. Introduction

Sediment is the leading pollutant from forest operations (Yoho 1980, Binkley and Brown 1993, Aust and Blinn 2004, Anderson and Lockaby 2011). Forest roads, stream crossings, skid
trails, and landings are potential sources of bare soils caused by traffic disturbances. These operation components provide necessary access, yet they often pose issues of cost and water quality concerns (Anderson and Lockaby 2011). Minimum standard construction and maintenance are often necessary to attain economic efficiency for forest operations (Groover et al. 2010). Subsequently, roads tend to have exposed soils, lack surface roughness, and are prone to erosion (Kochenderfer and Helvey 1987). The compacted surfaces generate runoff quickly, which can lead to increased erosion and sedimentation (Swift and Burns 1999, McBroom et al. 2008). Therefore forestry best management practices (BMPs) were developed to address erosion associated with silvicultural access (Aust and Blinn, 2004).

Ditching is a common road component that may connect runoff to streams when water is not properly controlled and dispersed. Managing runoff on and near approaches to stream crossings is of particular importance as they serve as breakthroughs through streamside management zones (SMZs) (MacDonald and Coe 2007, Aust et al. 2011, Lang et al. 2015). Stream crossings can be a significant source of sediment from forest operations (Aust et al. 2011). Ditching along stream crossing approaches may further increase sediment delivery potential by concentrating flow and increasing water velocity. The Virginia Department of Forestry recommends dispersing runoff into undisturbed areas of SMZs at a minimum of 7.6 m (25 feet) before stream crossings (VDOF 2011). However, their recommendations do not include in-ditch BMPs and few field studies have measured sediment delivery contributions from operational ditches with and without BMPs.

The level of sediment delivery from ditches has entered the public’s consciousness through legal controversy over the forestry silvicultural exemption under the Clean Water Act (Boston 2012). Normal ongoing silviculture operations that follow federal and state BMPs, do not alter hydrology, and do not introduce toxins have a generalized permit known as a “silvicultural exemption”. This exemption allows forestry activities from having to obtain National Pollution Discharge Elimination System (NPDES) permits (point source pollution permits) under the Clean Water Act. The National Environmental Defense Center (NEDC) filed a lawsuit challenging the silviculture exemption in 2006. NEDC alleged that runoff from forest roads collected by ditches and conveyed into the nations waters should be constituted as an industrial point source pollutant and therefore requires a NPDES permit. This case eventually reached the Supreme Court in 2013 where the exemption was upheld, but further litigation is possible (MacCurdy and Timmons 2013). Regardless of the litigation, it is clear that quantitative evaluations of feasible and cost-effective ditch BMPs can aid in the refinement of forestry BMPs for water quality protection.
The objectives of this research were to measure sediment delivery rates from four in-ditch BMPs and a bare ditch control during Pre-harvest, Harvest, and Post-harvest time periods and assess the associated cost of BMP implementation. The ditch management practices evaluated were: 1) bare soil (Bare), 2) grass seeded only (Seed), 3) grass seeded with erosion control mulch mat (Mat), 4) two check dams (Check), and 5) completely rocked (Rock).

2. Methods

Study Site

The study site was located on the Virginia Tech Fishburn forest in the Ridge and Valley physiographic region of Montgomery County, Virginia. Mean temperatures range from a low of -16.1°C to a high of 25.6°C. The mean annual rainfall amount is 119 cm. Approximately 475 m of haul road was designed by a professional forester and constructed by the National Guard Combat Engineers in the early 1980’s. The 4 m wide road has a crowned template with a ditch on one side and contains seven cross drains with a mean percent slope of 10.9. This road served as the main access for a 12.5 ha (31 ac) timber harvest from November of 2014 to March 2015 during which 37 loaded log trucks traveled across the instrumented road.

Road Maintenance and Use

Ditches were reconstructed in June of 2014 with a John Deere 450 bulldozer and New Holland TN650 farm tractor to improve ditch function, road drainage, and trafficability. The bulldozer moved soil and organic debris away from culvert inlets, which exposed mineral soil. The tractor, equipped with a rhino blade, was used to grade the road-ditch transition. Ditches were reconstructed according to site specific situations, but all were cleared to approximately 30.4 m past each cross drain. The haul road was trafficked with tractor trailer log trucks periodically during the Harvest period. Heavy traffic created ruts reaching 0.5 m in depth in several locations. In April 2015, a bulldozer was used to re-grade the road surface and remove rutting, but did not directly disturb the ditches. The road surface was re-graveled later in April with 143 Mg of crush and run.

Treatments

Treatments were installed directly following ditch reconstruction. Two silt fences catchment areas were installed upslope of each cross drain (Robichaud and Brown 2002). One
silt fence was installed next to the culvert inlet and the other 15.2 m from the previous silt fence (Figure 1). One treatment was applied to both ditch sections at each of the 7 cross drains (14 total experimental units). Ditch and road dimensions were measured after installation using a total station (Sokkia total station model SET-520, Tokyo, Japan).

Bare treatments served as the control and were left uncovered. Seed treatments were applied by hand, spreading pelletized lime and a native seed mixture of orchard grass (72 kg ha-1), annual rye (28 kg ha-1), and white clover (2.2 kg ha-1). Mat treatments received the same seed mixture and were covered with an erosion mat interlaced with straw. Erosion mats were secured within the ditch by landscape staples. Number 1 surge (8.9 – 10.2 cm) was used for Check and Rock treatments. The number 1 surge was purchased from a local quarry and delivered on site. Both Rock and Check treatments were applied using the frontend loading bucket of the farm tractor. Two rock check dams (~1.5 m length) were applied to each Check treatment according to Virginia BMP spacing guidelines for check dams. Ditch segments with Rock treatments were layered with rock for 15.2 m, but did not fill the ditch up to the road level.

Figure 1. Two experimental units at one cross drain, separated by silt fence. The closest two check dams and silt fence are the second experimental unit. Picture was taken Pre-harvest (June 2014).
Sediment Measures

A network of sediment pins were installed upslope of the silt fence to allow for periodic measurement of sediment deposit depths. Similar methods have been used by Ward and Jackson (2004), Lakel et al. (2010), and Brown et al. (2013) to estimate erosion and sediment delivery. Sediment depths were determined by measuring pin heights with a 1/16th inch tape measure. Sediment depths were measured seven times over five months prior to harvest activity (Pre-harvest), four times over four months during harvest (Harvest), and five times over 2.5 months following harvest activity (Post-harvest).

Bulk densities were collected from each catchment area containing sediment deposits following the core method (Blake and Hartge 1986). Sediment volumes (m-3) were calculated by multiplying depositional area (m-2) by elevation gain (m). Sediment volumes were converted to a sediment load (Mg) by multiplying bulk density (Mg m-3) of the trapped sediment by sediment volumes (m-3) (Brown et al. 2013). Sediment loads were then divided by the drainage area and time in order to obtain an annual erosion rate (Mg ha-1 yr-1). Daily rainfall data were obtained from Virginia Tech airport weather station (software, VWS V14.00), which is located approximately 11 km from the study area.

Statistical Analysis

This study was analyzed as a completely randomized design. Due to unequal variance and non-normally distributed data, non-parametric analyses were used. Kruskal-Wallis statistical test was used to detect time and treatment differences in mean sediment delivery rates. Spearman correlations were used to assess correlations between measured road components and sediment delivery. Data were analyzed for to statistical significance using JMP statistical software.

3. Results

Cost of BMP treatments was cheapest for seed ($9.00), followed by Mat ($24.00), Check ($45.40), and Rock ($119.50) (Table 1). Cost estimates were based on material, labor, and machine time per 15.2 m ditch section. Manual labor and machine time pay rates were assumed to be $20 and $60 per hour, respectively.
Table 1. Itemized cost of BMP treatments per 15.2 m ditch section.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Materials</th>
<th>Cost</th>
<th>Time</th>
<th>Cost</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bare</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>$0.00</td>
</tr>
<tr>
<td>Seed</td>
<td>Seed</td>
<td>$3.00</td>
<td>Manual labor (0.25 hrs)</td>
<td>$5.00</td>
<td>$9.00</td>
</tr>
<tr>
<td></td>
<td>Lime</td>
<td>$1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Seed</td>
<td>$3.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mat</td>
<td>Lime</td>
<td>$1.00</td>
<td>Manual labor (0.5 hrs)</td>
<td>$10.00</td>
<td>$24.00</td>
</tr>
<tr>
<td></td>
<td>Straw mat</td>
<td>$10.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check</td>
<td>#1 surge stone</td>
<td>$5.50</td>
<td>Manual labor (0.5 hrs)</td>
<td>$10.00</td>
<td>$45.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Tractor machine time (0.5 hrs)</td>
<td>$30.00</td>
<td></td>
</tr>
<tr>
<td>Rock</td>
<td>#1 surge stone</td>
<td>$44.50</td>
<td>Manual labor (0.75 hrs)</td>
<td>$15.00</td>
<td>$119.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Tractor machine time (1 hrs)</td>
<td></td>
<td>$60.00</td>
</tr>
</tbody>
</table>

Results of the Wilcoxon multiple comparison test indicated significant differences among time periods (p = 0.0115). Pre-harvest had the greatest mean sediment delivery rate (5.72 Mg ha⁻¹ yr⁻¹) and was significantly different from Harvest (0.43 Mg ha⁻¹ yr⁻¹, p = 0.0007), but not significantly different than Post-harvest (1.15 Mg ha⁻¹ yr⁻¹, p = 0.5526). The Post-harvest period was significantly different from Harvest (p = 0.0004). Increased rates in the Pre-harvest period were likely caused by ditch reconstruction, which disturbed and exposed bare mineral soils within ditches. A pronounced increase in sediment delivery rate was observed on the fourth measurement following ditch reconstruction (September 16th). During this measure, cutslope collapses were noted on Bare, Check, and Rock ditch sections (Figure 2). For the Harvest period, road ruts caused by heavy traffic disconnected the travel surface from ditches and reduced the total area of runoff contribution. Subsequently, sediment delivery rates were lower. The road was re-graded and graveled between mid-and late April (Post-harvest), but did not directly disturb ditches. Greater sediment delivery rates during Post-harvest, compared to Harvest, were likely caused by temperature change, increased rainfall (March 19th measure), and road surface maintenance (April 30th measure) (Figure 2).
Significant differences were detected among ditch treatments for mean sediment delivery rate using Wilcoxon methods (p = 0.0121). Mean sediment delivery rate was greatest for Bare (7.52 Mg ha⁻¹ yr⁻¹) followed by Check (5.53 Mg ha⁻¹ yr⁻¹), and Rock (1.94 Mg ha⁻¹ yr⁻¹) treatments. Mat (0.10 Mg ha⁻¹ yr⁻¹) and Seed (0.08 Mg ha⁻¹ yr⁻¹) treatments were most effective at reducing sediment delivery. Mean sediment delivery rates for Bare, Check, and Rock treatments were not significantly different from each other, but were significantly greater than Seed and Mat treatments (p < 0.001). Both Seed and Mat treatments germinated quickly due to ideal site conditions and were resilient to erosion throughout the study. Bare and Check treatments had the greatest initial sediment delivery rates (46 and 17 Mg ha⁻¹ yr⁻¹, respectively) following reconstruction (July 16th measure). Sediment delivery rates rapidly decreased by the second and third measurements for Bare and Check treatments, even with increased rainfall from the second measure (Figure 2). Cutslope collapse on Bare, Check, and Rock treatments likely caused increased sediment delivery rates (Figure 2). Overall, Rock treatments did not further reduce sediment delivery rates. Rocks provided high soil coverage...
within ditch, but the installation process introduced loose dust and additional soil. Treatments with seed were the least costly and provided the lowest mean sediment delivery rates. However, the ideal growing conditions for grass led to high germination, which should not be assumed for other sites.

Several physical characteristics of each ditch section were measured (Table 2). Ditch lengths ranged from 14.6 to 23.9 m. In-ditch mean slopes ranged from 7.4 to 16.1 percent. Mean slopes from the road edge to ditch bottom (crown slope) ranged from 17.2 to 32.6 percent. Maximum cutslope heights ranged from 1.0 to 2.6 m. The steepest cutslope grade ranged from 31.7 to 102.5 percent. Drainage area, which comprised the visual area of the road prism draining to the ditch, ranged from 19.1 to 61.2 m². Spearman’s correlations showed that total sediment delivery was most highly correlated with the steepest cutslope grade (-0.6703, p = 0.0087). Total sediment delivery was also correlated with cutslope area (-0.6396, p = 0.0138), cutslope height (-0.5545, p = 0.0396), and drainage area (-0.4901, p = 0.0752). Cutslope dimensions had significant negative correlations and were opposite of what was expected. These data reflect inadequate cutslope stabilization on smaller and gentler cutslopes.

<table>
<thead>
<tr>
<th>Site ID</th>
<th>BMP treatment</th>
<th>Ditch length (m)</th>
<th>Mean ditch slope (%)</th>
<th>†Mean road-ditch slope (%)</th>
<th>Cutslope height (m)</th>
<th>Cutslope grade (%)</th>
<th>Drainage area (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>Rock</td>
<td>15.6</td>
<td>7.8</td>
<td>29.8</td>
<td>1.3</td>
<td>58.4</td>
<td>23.6</td>
</tr>
<tr>
<td>1b</td>
<td>Rock</td>
<td>23.9</td>
<td>8.6</td>
<td>17.2</td>
<td>1.1</td>
<td>57.1</td>
<td>52.2</td>
</tr>
<tr>
<td>2a</td>
<td>Check</td>
<td>15.3</td>
<td>7.4</td>
<td>30.1</td>
<td>1.0</td>
<td>40.0</td>
<td>21.2</td>
</tr>
<tr>
<td>2b</td>
<td>Check</td>
<td>14.9</td>
<td>12.9</td>
<td>23.4</td>
<td>1.2</td>
<td>50.8</td>
<td>25.4</td>
</tr>
<tr>
<td>3a</td>
<td>Bare</td>
<td>15.4</td>
<td>15.2</td>
<td>32.6</td>
<td>2.0</td>
<td>31.7</td>
<td>19.1</td>
</tr>
<tr>
<td>3b</td>
<td>Bare</td>
<td>15.9</td>
<td>12.4</td>
<td>20.0</td>
<td>1.1</td>
<td>68.8</td>
<td>22.2</td>
</tr>
<tr>
<td>4a</td>
<td>Mat</td>
<td>15.3</td>
<td>11.1</td>
<td>29.6</td>
<td>2.2</td>
<td>80.6</td>
<td>42.6</td>
</tr>
<tr>
<td>4b</td>
<td>Mat</td>
<td>16.5</td>
<td>9.1</td>
<td>23.9</td>
<td>2.2</td>
<td>85.3</td>
<td>44.6</td>
</tr>
<tr>
<td>5a</td>
<td>Check</td>
<td>15.5</td>
<td>10.6</td>
<td>27.3</td>
<td>2.2</td>
<td>73.8</td>
<td>44.5</td>
</tr>
<tr>
<td>5b</td>
<td>Check</td>
<td>16.1</td>
<td>9.3</td>
<td>32.4</td>
<td>2.3</td>
<td>67.6</td>
<td>48.1</td>
</tr>
<tr>
<td>6a</td>
<td>Seed</td>
<td>14.6</td>
<td>9.7</td>
<td>23.4</td>
<td>2.3</td>
<td>73.9</td>
<td>44</td>
</tr>
<tr>
<td>6b</td>
<td>Seed</td>
<td>17.2</td>
<td>9.2</td>
<td>20.7</td>
<td>2.2</td>
<td>69.3</td>
<td>47</td>
</tr>
<tr>
<td>7a</td>
<td>Mat</td>
<td>15.1</td>
<td>16.1</td>
<td>24.5</td>
<td>2.6</td>
<td>102.5</td>
<td>44</td>
</tr>
<tr>
<td>7b</td>
<td>Mat</td>
<td>18.8</td>
<td>13.4</td>
<td>25.9</td>
<td>2.4</td>
<td>70.4</td>
<td>61.2</td>
</tr>
</tbody>
</table>

†Mean road-ditch slope represents the percent slope from the travel surface edge to ditch bottom.
4. Discussion

Sediment delivery measurements generally decreased with time since last disturbance, which has been well documented throughout the literature and is commonly employed in soil erosion models. In this study, log truck traffic during Harvest, compared to road maintenance activities in Pre- and Post-harvest periods, did not significantly increase sediment delivery from haul road ditches. However, Aust et al. (2011) found that water quality parameters were most negatively affected during crossing installation and during harvest activities. These findings may better reflect the entire road prism and indicate that rutting and traffic can also be detrimental to water quality. Rutting of the road surface can cause rill erosion, which may lead to increased sediment delivery rates (Luce and Black 1999). These studies emphasize BMPs implementation during all harvest periods rather than waiting until harvest closure. Properly implemented BMPs can reduce sediment delivery rates and in some cases reduce erosion rates within the range of natural mixed hardwood stands (Yoho 1980).

BMPs should be implemented according to site specific situations. Seeding may reduce erosion effectively, but its use alone is cautioned as adequate germination is needed. Seeding with mulch mat provides additional coverage and may be warranted on less fertile ground. Rock is an expensive BMP and requires careful installation to reduce additional sediment input. Furthermore, completely rocked ditches on highly erosive sites may cause the ditch to fill and can reduce the time between necessary ditch maintenance.

Overall, sediment delivery rates were considerably lower than other forest operation studies. Wade et al. (2012) measured erosion rates on closed bladed skid trails in the Piedmont of Virginia and reported rates ranging from 137.7 to 3.0 Mg ha\(^{-1}\) yr\(^{-1}\) for bare soil with water bar and mulch with water bar, respectively. Sawyers et al. (2012) also measured erosion rates on closed overland skid trails in the Piedmont of Virginia and reported rates ranging from 24.2 to 3.3 Mg ha\(^{-1}\) yr\(^{-1}\) for bare soil with water bar and mulch with water bar, respectively. Both studies had similar slope ranges to this study, however higher percent bare soil was likely associated with the lower standard skid roads. Brown et al. (2013) measured sediment delivery rates on traffic surfaces of legacy stream crossing approaches in the Virginia Piedmont. They report sediment delivery rates from 34 to 287 and 10 to 16 Mg ha\(^{-1}\) yr\(^{-1}\) for bare and graveded approaches, respectively. Mean sediment delivery rates from ditches with and without BMPs in this study ranged from 7.5 to 0.1 Mg ha\(^{-1}\) yr\(^{-1}\). The lower rates found in this study are the result of having a properly located, designed, and road with higher road standards that limit and cover drainage areas.
5. Conclusions

All ditch BMPs offered some erosion control and reduced sediment delivery compared to the Bare control. Maintenance activities that directly disturbed soil within ditches increased sediment delivery rates. However rutting during harvest activities may increase erosion from the road surface. Grass BMP treatments were most effective at reducing sediment delivery from ditches. The use of ditch BMPs should be implemented on stream crossing approaches because the probability of sedimentation is greater. In combination with BMPs that provide cover and cutslope stabilization, drainage areas should be limited to prevent excessive concentrated flow within ditches. Thus implementing ditch BMPs according to site specific situations is recommended to reduce sediment delivery.

6. Literature cited
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Pre-commercial thinning (PCT) is a stand treatment sometimes used in the southeast to mitigate southern pine beetle outbreak risk and increase individual stem diameter growth. Conventional PCT treatments typically incur an added management cost to landowners. Residues from PCT are usually left on site and remain unutilized. If harvestable volumes of biomass exist in PCT stands, harvesting PCT biomass may be financially preferable to conventional PCT treatment for landowners. However, little is known about realistic volumes available for harvest in PCT stands. Additionally, most research regarding biomass harvesting has placed emphasis on older pine stands with less emphasis on operations in young, small-diameter southern pine stands. Inventories of PCT stands in the 5-7 and 8-12-year old age groups were completed in Virginia to determine standing biomass quantities prior to thinning. We then inventoried a 15-year old pine stand and completed a harvesting case study on a first commercial thinning of the stand to determine machine productivity and harvesting costs of utilizing small-diameter stems for biomass in “near-PCT” conditions. Results of the PCT stand inventory showed standing biomass volumes of 14.47 gt/acre and 39.63 gt/acre for the 5 – 7 and 8 – 12 age groups compared to a standing volume of 57.91 gt/acre in the 15-year old first commercially thinned stand. Total cut-and-haul costs of the operation were $23.46/gt, higher than delivered prices for biomass in the region. However, if payments to a logger are less than the cost of conventional PCT treatment, harvesting PCT biomass may be financially preferred for landowners.

Keywords: pre-commercial thinning, biomass, utilization, feasibility
1. Introduction

Throughout the southeast US, southern pine beetle (SPB) can have a devastating effect on southern pine stands. It is estimated that over 1 billion ft³ of timber mortality losses were caused by the most recent SPB outbreak between the years of 2000 and 2002 (Coulson and Klepzig 2011). Densely stocked southern pine stands, caused by prolific natural regeneration (Grano 1969, Mann and Lohrey 1974), can increase stand susceptibility to SPB outbreak (Hedden and Billings 1979, Nowak et al. 2008). To mitigate SPB infestation and spread, pre-commercial thinning (PCT) has proven to be an effective silvicultural method (Burkhart et al. 1986, Belanger et al. 1993). In Virginia, PCT is typically accomplished manually with the use of brush saws (VDOF 2015), leaving thinned stems on site that are not utilized for any forest products (Perlack et al. 2011). Since PCT traditionally incurs an added management cost to landowners, some states offer cost-share programs to help combat the expense, such as the Virginia Department of Forestry’s Pine Bark Beetle Prevention Program (VDOF PBBPP) (Watson et al. 2013). The VDOF PBBPP provides private landowners a 60% cost-share offering to help reduce the added management cost of PCT. Pine stands enrolled in the program must be no older than 15-years old and contain an average density of at least 800 stems/acre prior to thinning.

As woody biomass energy remains viable in the southeast US, currently unutilized PCT residues may provide additional feedstock for biomass energy facilities. Previous studies have identified PCT residues as a potential source for woody biomass energy (Perlack et al. 2011, Staudhammer et al. 2011). However, limited information exists on the volumes available for harvest in PCT stands. Several harvesting case studies have analyzed the productivity and costs of utilizing small-diameter stems for biomass (Bolding and Lanford 2005, Mitchell and Gallagher 2007, Pan et al. 2008), although these case studies have commonly taken place in pine stands 20 years and older, outside the age range of conventional PCT treatments. Therefore, the stand densities and volumes in these studies would reasonably differ from what would be expected in a traditional PCT stand.

The objectives of this study were to 1) complete an inventory of PCT stands to estimate potentially harvestable biomass, 2) perform a harvesting case study to estimate machine costs associated with utilizing small-diameter stems for biomass, and 3) assess the feasibility of utilizing PCT biomass based on regional prices for biomass and the results from the inventory and case study.
2. Methods

To attain estimates of woody biomass volume in PCT stands, we inventoried 241 plots across 18 pine stands enrolled in the VDOF PBBPP. Circular 1/250th fixed-acre plots were used to complete the inventory, practical for this application considering PCT stands can exceed densities of 5,000 stems/acre (Grano 1969, Lohrey 1977). A combination of equations was used to calculate biomass in units of green tons/acre. Measured plots were divided among two age groups (5 – 7 and 8 – 12-years old) to compare differences in volume and density.

The inventory of the 15-year old loblolly pine stand was completed using 46-1/10th fixed-acre plots. The thinning prescription used was a combination row and select thinning to reduce the initial stand density of 723 pine stems/acre down to a residual 330 stems/acre. All stems removed were chipped for biomass and no merchandising took place. Equipment used for the harvesting case study included three Tigercat 718 feller-bunchers, two Caterpillar 535C skidders, and one Peterson 4300 mobile chipper. All equipment operators were regarded as well-experienced. Activity and elemental time studies were employed to observe harvesting equipment and attain productivity information to calculate harvesting costs using the machine rate method (Miyata 1980) combined with the Auburn Harvest Analyzer (AHA) (Tufts et al. 1985).

3. Results

Results of the PCT stand inventory showed standing pine volumes of 14.45 and 39.63 gt/acre in the 5-7 and 8-12 age groups, while the inventory of the 15-year old case study site determined a volume of 57.91 gt/acre (Figure 1). Stand densities of pine for the 5 – 7 and 8 – 12 age groups were 3,120 and 4,420 stems/acre, respectively, while density for the 15-year old site was 723 stems/acre, much lower than the density of the PCT stands (Figure 2).
Based on the volumes of the 8-12 age group and the 15-year old case study site, commercial volumes of biomass may exist in PCT stands at the upper age limit for treatment. Considering partial harvest volumes in the southeast are commonly around 30 gt/acre (Baker et al. 2012), harvestable volumes from PCT stands may be profitable for loggers. However, the volume in Baker et al. 2012 is likely based on roundwood and not biomass, therefore, we would...
reasonably expect a lower amount of volume to come from the small-diameter stems in PCT stands.

After compiling productivity information, total harvesting costs for the case study, as determined by the AHA, were $23.46/gt (Table 1). Individual function costs were $6.94/gt for hauling, $5.12/gt for felling, $4.67/gt for chipping, and $4.34/gt for skidding. The relatively high cost of the felling function was likely accrued to the high number of machines (3 feller-bunchers) used throughout the study. This total cut-and-haul cost was higher than the regional average delivered biomass price of $17.35/gt (Timber Mart South 2014).

Table 1. Total harvesting costs in case study

<table>
<thead>
<tr>
<th></th>
<th>Per Green Ton</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-board truck (felling, skidding, and chipping)</td>
<td>$16.52</td>
</tr>
<tr>
<td>Total cut-and-haul (felling, skidding, chipping, and hauling)</td>
<td>$23.46</td>
</tr>
<tr>
<td>Delivered chip price (Timber Mart South 2014 3rd Quarter)</td>
<td>$17.35</td>
</tr>
</tbody>
</table>

Depending on the harvesting costs associated with utilizing PCT biomass, landowners may have an opportunity to reduce the added management cost of conventional PCT treatment. If revenues minus costs for a logger harvesting PCT biomass are less than the cost of a conventional PCT treatment to a landowner, harvesting PCT biomass would be financially preferable for the landowner.

4. Conclusion

An inventory of PCT stands was completed with 241 plots spread across 18 southern pine stands enrolled in the VDOF PBBPP followed by an inventory of a 15-year old southern pine stand that was commercially thinned for biomass-only with conventional logging equipment. Results of the PCT stand inventory showed volumes of 14.47 and 39.63 gt/acre for stands in the 5 – 7 and 8 – 12-year old age groups. The inventory of the case study stand showed a standing pine volume of 57.91 gt/acre and the total cut-and-haul costs of the operation were $23.46/gt.

This study showed that while the volume in a PCT stand may be less than a first commercially thinned stand, there may be a potential opportunity to harvest PCT biomass
rather than use conventional PCT treatment. If harvesting costs are wholly or partially outweighed by the delivered price of biomass, management costs to the landowner can potentially be reduced or even turned into a profit.

To further assess the feasibility of utilizing PCT biomass for energy, additional research regarding PCT stand biomass volumes and harvesting productivities is needed. Additional inventories of PCT stands would help to provide better estimates of harvestable biomass. Other production studies conducted in pine stands in the more traditional PCT age range (e.g. less than 15-years old) would provide for more realistic estimates of the harvesting costs associated with utilizing and harvesting PCT biomass.
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Dry wood has higher net energy content than green wood and transporting water in wood is expensive, however current forest harvest procurement procedures pay by delivered weight thus rewarding the transport of moisture content and not the delivery of energy. A feedstock producer gets paid the same for a ton of dry wood as for a ton of green wood, but (air) dry wood has 75% more usable energy than green wood (per unit weight). North Carolina State University is developing efficient woody biomass logistics that take advantage of natural drying processes at the harvest site to increase net energy content per ton and decrease the delivered cost per unit of energy. Using wood dried on trailers, we have previously demonstrated that chipping dried wood is both more energy efficient and productive and that dried wood can be dynamically measured for moisture content as it is delivered. This current study details the drying behavior of hardwood tops field dried in windrows on a harvested site. Windrows were made with grapple skidders in two sizes, single grip wide and double grip wide. Approximately 400 green tons of windrowed wood was piled for this study. Skidder time and fuel use to establish and disassemble these windrows was measured. On a monthly basis, transverse cuts were made into each size of pile. Each stem diameter greater than .5” was measured and its vertical and horizontal location noted. Samples of stems were taken on 10-15% of measured stems to assess moisture content. This information was used to predict overall pile drying rates as well as optimal pile sizing to maximize drying rate or minimize variability in drying. Overall energy input (diesel) to energy gain (wood) estimates were made for both green wood and field dried wood.
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The moisture content (MC) of biomass derived from forest residues can pose a challenge to biomass recovery operations. It plays a significant role in determining the cost of transportation and subsequent market price. Additionally, emerging biomass conversion technologies, such as biochar, torrefaction, and briquetting, have very narrow specifications for the MC of their feedstocks. The goal of this study was to evaluate different arrangement patterns of forest residues and its effect on MC reduction at the harvest site. The study compared criss-cross, teepee, traditional piling (processor piled), and scattered residues in three different timber harvest units in northern California. Periodically, wood disc samples were collected from each treatment using a transect method to measure MC. The MC for each treatment was recorded for one year, starting July 2014. Other weather parameters such as average temperature, relative humidity and amounts of precipitation were collected on a daily basis from a nearby weather station. Initial results showed little variation in MC among the treatments and that relative humidity seemed to be directly related to MC. Expected results include a weather based model to predict the drying rates of forest residues for each type of stack pile and the cost of constructing the different arrangement patterns.
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1. Introduction

The market price and transportation costs of woody biomass are highly dependent on the moisture content (MC) present in them (Kofman and Kent 2007; Ochoa 2012). Woody biomass feedstock with less MC is higher priced and letting wood dry for up to a year is economically beneficial for the biomass producer as long as the feedstock in priced in terms of MC at delivery (Roise et al. 2013). Studies in Europe have shown that an 8 month storage of forest residues can reduce the MC up to 25% and increase the heating value up to 4 KWh/kg, thereby having an economic gain of $9 -15/oven dry ton (Erber 2013). Reduction in MC of woody biomass increases the net energy content and further reduces the harvest and transportation cost of biomass (Roise et al. 2013).
Emerging biomass conversion technologies, such as biochar, torrefaction, and briquetting, can potentially further enhance the economic value of the forest residues; however, these technologies require very narrow specifications for the MC of their feedstocks.

1.1 Factors affecting moisture reduction in forest residue piles

The factors affecting the MC of forest residues have been widely researched (Gigler et al. 2000; Filbakk et al. 2011; Nurmi and Lehtimäki 2011; Gautam et al. 2012; Ochoa 2012). Generally, favorable storing conditions are sunny, elevated, open, and wind-accessible locations (Erber et al. 2014). Walker (1993) identified seven key factors that affect the rate of MC reduction:

- Relative Humidity: Lower relative humidity promotes increased drying rate.
- Temperature: High temperature has a positive effect on the moisture removal.
- Air Flow: Sufficient air flow circulation on the wood surface helps to remove the humid air which can then be replaced by drier air.
- Moisture Gradient: as the steepness of the moisture gradient increases, MC decreases, diffusion rate increases, therefore increasing the rate of flow of water through the wood.
- Species: Certain species dry faster than others; typically softwoods dry faster than hardwoods.
- Initial MC
- Diameter: wood with larger diameter requires more time to dry to a given MC, given the same atmospheric conditions in comparison to wood with smaller diameters.

This study investigates the effect of arrangement patterns (different types of pile structures) on moisture content (MC) reduction during storage of forest residues. The primary objective of this study was to assess the variation in MC related to the different arrangement patterns, and storage period.

2. Methodology

2.1 Study site

The study was conducted on three similar timber harvest units in Humboldt County, California (Figure 1). The Little River weather station (Lat. 48° 45.667’ N, Long. 91° 37.683’W) located about one mile away recorded the mean annual temperature and precipitation.
accumulation as 51º F and 47 inches, respectively. According to the Köppen classification, the climate is characterized as being Csb (Coastal Mediterranean climate), mild with a cool and dry summer. The sites were about 1,720 to 2,400 ft above mean sea-level and the terrain had ground slopes up to 111 percent (48º).

Figure 1. Study units for moisture content reduction in forest residues piles in Humboldt County, California

2.2. Outline of the experiment: Pile building and sampling

The materials used to construct the forest residue piles were composed of processed (delimbed) tree tops, broken logs and non-merchantable whole tree of coast redwood (Sequoia sempervirens), Douglas-fir (Pseudotsuga menziessii), western hemlock (Tsuga heterophylla), and tanoak (Notholithocarpus densiflorus).
The trees were harvested during July of 2014, the piles were created in August, then stored for 10 months until June 2015. Sampling was conducted every month after the installation of the experiment. Machinery used to construct the piles varied; however, most piles were constructed with a loader and some with a processor. The locations of the piles were designed as to ensure they were on the road side and received minimal shade throughout the day.
The four different arrangement patterns were (Figure 2):

1. Criss-cross: This pile type was designed exclusively for the study purpose. A loader constructed the pile with the intention of maximizing airflow. The platforms were raised from the ground to minimize water stagnation beneath them during a rainstorm event. The materials were predominantly processed (delimbed) tree tops, broken logs and stems of non-merchantable species.

2. Processor pile (stacked pile): Uniformly arranged piles created by the processor with the butt-ends placed together. They were composed of delimbed tree-tops generated from processing. Occasionally, broken logs and small diameter trees were also included.

3. Teepees: The conventional way of piling forest residues in the region. These piles were composed of all forest residues including tree-tops, chunks, branches, broken logs, and small-diameter trees.

4. Scattered: These were forest residues left at the harvest units and not brought to the landing during the primary transportation (stump to landing).

2.3. Estimation of moisture content and weather conditions

Transect sampling was used for sample collection (Figure 3). The sampling points of the piles were designed such that they represented the geometric shape of the pile and allowed access to the point of sampling, without affecting the conditions of storage. Transects were created by markings or laying ribbons in specific orientation at equal intervals during the construction of the stack pile. Materials that fell on the transect were then systematically selected based on the required number of samples for each class (e.g. diameter class, tree species, etc.) (Filbakk et al. 2011). For the rest of the study the samples were collected from the same section of the pile. Selected wood pieces
were cut with a chainsaw at the point of the intersection to expose the complete diameter to extract the wood discs (Gautam et al. 2012). The remaining materials that were not sampled were left undisturbed for future sampling. This approach ensured that continuous sampling was possible in natural in-field conditions and also took into consideration various geometries of the sample piles (Figure 3). Since it was not possible to collect a sample from the middle of the pile, sampling was carried out by cutting access points into the pile arrangement. Safety of the personnel operating the chainsaw was given utmost priority during sample collection.

Samples were taken every month between 15th to 20th at 12:00 pm to 2:30 pm. Sampling was not done on rainy days and days following rain fall events. Wood discs were cut from branches of the selected wood piece with a thickness ranging from 1 -2 inches by using a gasoline-powered chain saw (Stihl MS 290). The samples were cut at least one foot away from the end of the branch because wood picks up and loses moisture very rapidly through the end grain; a phenomenon referred to as edge effect (Reeb and Milota 1999; Erber et al. 2014). Once a sample was taken from a particular wood piece, it was then excluded from sampling during the remainder of the study. Samples collected were classified into the following categories: two diameter classes (less than and greater than three inches), species (hardwood and conifer), and forest residue pile type.

2.4. Oven drying

The discs collected were initially weighed in the field right after extraction. Later at the laboratory, the diameter was measured and MC assessment procedures were carried out by the oven dry method according to current standards. The samples were then dried at 103º C for 3 days and then re-weighed. The difference in weight was the amount of water within the sample. Depending on the tree species, extractives can represent a small share of this weight. Needles and twigs hold more extractives than stem wood (Erber et al. 2014).

All weight measurements were based on oven dry basis. Weather data such as ambient temperature, relative moisture, wind speed and precipitation were collected from a nearby meteorological station throughout the storage period.

2.5. Analysis of the data

Analysis of variance tests were carried out using the General Linear Model in IBM SPSS Statistical Software 2. The datasets were initially screened for outliers followed by which the
null hypotheses of no significant difference in MC was tested for different storage periods (months) and pile arrangements. Difference within the diameter class (1-3 inch and greater than 3 inches) and species (hardwood and conifers) were tested using t-tests. Paired t-tests were used to test significance between MC values taken from moisture meters and oven drying methods. The experimental designs for all the models were full factorial design, with MC as the dependent variables for each. The data for each model was tested for normality and homogeneity of variance before conducting the analysis of variance. Any significant differences in the analysis were analyzed using post-hoc tests. Scheffe’s test was preferred because most of the sample populations were not of similar size.

3. Results and discussion

More than 2600 discs were collected from 11 piles over 10 months of sampling. The diameter of the discs sampled ranged between 1.0 to 15.4 inches with an average of 4.6 inches. The length of the wood piece averaged 24 ft and the large-end diameter 6 inches. The average dimensions (height x width x length) for the criss-cross and processor piles were 8 x 27 x 37 and 7 x 22 x 32 feet, respectively. The teepees were generally larger in size with some having heights up to 35 feet. The average dimensions (height x diameter) were 21 x 56 feet.

Table 1. Dimensions of the forest residue piles in feet.

<table>
<thead>
<tr>
<th>Pile type</th>
<th>Unit</th>
<th>Height</th>
<th>Width</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criss-cross 1</td>
<td>8</td>
<td>29</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Criss-cross 2</td>
<td>6</td>
<td>26</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>Criss-cross 3</td>
<td>11</td>
<td>27</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>Processor pile 1</td>
<td>7</td>
<td>20</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>Processor pile 2</td>
<td>6</td>
<td>17</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Processor pile 3</td>
<td>8</td>
<td>30</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>Diameter</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teepees 1</td>
<td>20</td>
<td>60</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.1 Setting the experiment

T-test results on the MC data obtained from the oven drying method and moisture meter (for the first three months) showed that the values were significantly different (p< 0.001). Therefore, the oven drying method was adopted for the rest of the sampling. MC measurements using moisture meters were not as reliable as the disc extraction techniques because moisture can vary greatly depending on where the measurement was taken. Even if the chainsaw resulted in minor reduction in MC due to the heat generated during sawing, it is still regarded as an efficient method for MC measurements. Initial MC for the forest residues prior to pile construction ranged from 12 to 76% with an average of 35%.

Wood discs were collected from different parts of the branch /stem (top, middle and base) in order to see if the MC varied across the length of the branch. ANOVA indicated that there was no significant difference between the various parts of the wood piece (p=0.902) suggesting that the wood disc taken from any part of a particular stem would represent the whole stem. It should be noted for this study that the base and top discs were cut one foot from the exposed ends. However, it is known that the MC tends to be higher in the middle of the wood piece compared to the exposed ends.

3.2 Moisture reduction

The results are divided in several sections with the intention of examining the relationship between MC and other variables such as diameter of the wood piece, month/time since harvest, species, and forest residue pile structures.

3.2 Storage period

The MC losses due to storage were highest in the beginning of the storage period (July and August 2014), this was due to the high temperature during these initial months (Figure 3).
Once the tree is felled, green wood loses moisture quickly during the period as it loses free water. Gradually, equilibrium of the MC reduction is attained with the temperature and relative humidity. Thereafter the rate of drying is reduced (Gautam 2012).

ANOVA showed that there was a significant difference in the MC between the months (p< 0.001). Post-hoc tests revealed that the differences were basically between various seasons and no significant difference existed within the seasons, which suggests that the average MC of the forest residues dropped during the period of storage (Figure 3). July and August, 2014 (Month 1 and 2) could be placed under one season having the highest loss in MC. Free water from the freshly felled trees was likely lost in this season. October through March would be another subset with no significant difference in moisture loss. During this season the wood materials might have attained equilibrium with the surrounding environment. May to June, 2015 showed the next drop in MC, which could be attributed to the high temperature during the period. These three sub-groups were significantly different from the others (p< 0.001).

### 3.3 Species and diameter

There was significant difference between the species (p<0.001). Guatam et al. (2012) explained this as the difference between the chemical composition and anatomical structure for hardwood and softwood species. Hardwood species having 25 -40% hemicellulose, as opposed to 20- 30% in softwoods, tends to bond more with water because hemicellulose is the most hygroscopic component of cell wall. The other reasons included were that the cell walls of hardwoods generally have more potential bonding sites for water than softwoods.

T-tests done to determine the effects of the diameter class showed that there was a significant difference between the two groups (p=0.028). Four inch diameter was taken as the cut-off limit because the materials with a minimum four inch diameter could be potentially chipped for higher quality feedstock. All materials less than 4 inches (minimal diameter materials) will have to be sent to a grinder as a part of comminution because they could clog at the mouth of the chipper. Larger sized wood (average of 28%) tends to hold more water when compared to smaller wood pieces (average of 24%).
3.4 Pile arrangements and its impact on forest management

Storage of the forest residue for up to a year prior to utilization has been proven to be economical (Erber 2013). This is due to an increase in value due to the MC reduction in the forest residues. In this study on average there was a reduction in MC from 51% (fresh cut) to 16% (June, 2015). As the secondary transportation component of the biomass feedstock accounts for almost half of the total production costs (McDonald et al. 2001; Kizha et al. 2015), this practice ensures maximum amount of material being transported per load (Ronnqvist et al. 1998; McDonald et al., 1995). However, storage of the material will tie up capital costs and demand use of piled land area for replanting (Filbakk et al. 2011).

The Criss-cross and processor piles had minimal amounts of inorganic contamination. Therefore, they could be potentially chipped, rather than ground, to produce even sized
feedstock which is higher quality and can be utilized in a Biomass Conversion Technology. The teepees on the other hand, had a large variation of material sizes, ranging from foliage to larger branches and chunks and could only be grinded because separating the tops and stem wood from them would make the operation economically infeasible. The soil contaminations were also very high for these pile structures. These piles were comparatively easier to burn when compared to scattered forest residues and also reduced the risk of forest fire spill outs during burning sessions. Furthermore, piled forest residues can be more efficiently burned under adverse weather conditions, thereby reducing the quantity of smoke emitted. It also can be done with reduced staffing levels (Wright et al. 2010).

A loader constructed the criss-cross piles and teepees. The processor piles, as the name indicates, were created by the processor with a low cost of constructing (Kizha. and Han 2015). Even though the least cost incurred with the scattered treatment during the operation, collection of these forest residues will require machine re-entry, which can significantly increase the cost of storage. From an environmental point of view, these forest residues can be unsafe to the forest eco-system because it increases fire risk for the area. The downed woody debris could further attract pest and parasites. Forest residue accumulation it also minimizes the area available for re-planting (Alcorn 2015).

4. Future analysis

This is an on-going study; the data collection is expected to end by August 2015. The weather parameters such as, ambient temperature, relative moisture, wind speed, and precipitation, will be collected from the nearest weather station for the entire storage period. These will be used to develop a model to predict the rate of drying for the four forest residue pile structures. Other parameters which will be used to model will include storage months, species, and diameter. The cost of constructing the different types of piles will also be evaluated.

5. Conclusions

The effect of storage on the MC of forest residue stored under natural climatic conditions prevalent in the pacific north coast for 10 months showed that the MC of forest residues decreased with storage time. The highest drying rate was observed for the initial months of storing and as time passed the drying rate was in equilibrium with the atmospheric conditions. There was no significant difference in MC reduction between three of the four
arrangement patterns (criss-cross, processor pile, and teepees). However, these three were different from scattered treatment.
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Monitoring Moisture Content, Temperature, and Humidity in Whole-tree Pine Chip Piles
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Two whole-tree chip piles were monitored for moisture content, temperature, and relative humidity from October 8th, 2010 to March 16th, 2011 at a location in south Alabama. Initial moisture content samples were collected immediately after chips were delivered to the study location on October 8th for Pile 1 and October 22nd for Pile 2. During pile construction, Lascar EL-USB-2+ sensors were placed at strategic locations within each pile to monitor temperature and humidity. Samples were collected from within each pile over time through a plastic pipe that was placed near the pile center during construction. Initial moisture content for Pile 1 was 51.4%. Samples collected from the middle of Pile 1 over the drying period averaged 48.3%. Pile 2 had an initial moisture content of 46.3% and samples collected from the middle during the drying period averaged 42.2%. The maximum temperature recorded in both piles occurred at the upper location and was 146°F for Pile 1 and 137°F for Pile 2. Both piles had lower moisture contents near the center as compared to moisture contents observed 18-inches below the surface.

Keywords: Pine chips, drying, storage.

1. Introduction

Storage of wood chips is a common practice of mills for maintaining inventory when deliveries are slow. Clean chips are the most common type of wood that is stored in piles, although storing whole-tree chips is also practiced to keep a fuel source on hand. While storing chips in piles is a responsible practice and helps ensure a continuous feedstock supply, if not properly managed, it can result in degraded chip quality, loss of by-products, nematode infestations, and in extreme cases, spontaneous combustion.

Living cells in wood after it is piled consume oxygen and release heat, which provides an environment conducive for bacterial growth within the first 5 to 7 days (Fuller 1985). Chips stored in piles are at a greater risk of fungus and degradation, resulting in a lower heating value (APA 1981). APA (1981) concluded that hardwood chips and whole-tree chips produce the greatest amount of fungus. The formation of acetic acid can occur after the development of
bacteria in the pile and is influenced by factors such as pile height, the degree of compaction, and the amount of chip fines and sawdust present (Springer and Hajny, 1970). The formation of acetic acid occurs when temperature reaches 140 to 160°F and results in wood deterioration by attacking the cellulose molecule (Fuller 1985). This is most common for large pile heights with a high degree of compaction. For piles with lower heights that are not compacted, wood-rotting fungi are more likely to develop when temperatures drop below 120°F (Fuller 1985).

The most prevalent species of chips used in the Southern U.S. is pine, which is high in resin content. This makes it excellent for producing by-products such as tall-oil and turpentine (Landry and Stillwell, 1984). McDonald and Twaddle (2000) surveyed mills in the U.S. and found that concerns over pile losses varied by region of the country. Size and fungal degradation were important for mills in the Northeast and North Central regions, while chip size and by-product losses were major concerns in the South. Mills in the West were most concerned with brightness loss. Piled pine chips lose turpentine more rapidly than tall-oil. Turpentine losses can reach 70 to 80% after a two-month period for piles 9 to 20 feet in height, while tall-oil losses range from 60 to 70% after two months (Fuller 1985).

Chip piles are also subject to damage caused by micro-organisms such as the pinewood nematode. The development of micro-organisms in chip piles is mainly governed by temperature, although wood moisture also has an impact on the population density of the nematode in chips (Dwinell 1986). The temperature in a chip pile depends on the ambient temperature, the size and compaction of the pile, and the fines and bark content of the chips (Bergman 1985). Dwinell (1986) determined the optimum temperature range for the reproduction of the pinewood nematode in southern pine chips was 95 to 104°F. In addition, nematode densities in chips declined as the percentage of moisture in the chips declined from 40 to 26 nematodes per gram after moisture loss reached 22% after a five-day incubation period (Dwinell 1986).

The heating value of whole-tree chips can be compromised when stored outside. Whole-tree chips stored outside, uncovered, can lose up to 25% of their potential heating value after approximately 120 days (APA 1981). Moisture content of piled chips has an effect on heating value and can vary significantly within a pile. White and Curtis found that outside layers of chip piles tend to increase in moisture content while core zones tend to lose water (APA 1981).

The objective of this study was to monitor moisture content, temperature, and relative humidity over time at various locations inside two piles of uncovered, green whole-tree pine chips. After the monitoring period, moisture content and bulk density at various locations within each pile was also of interest.
2. Methods

The project began October 8th, 2010 and was completed on March 16th, 2011. Piles were constructed on an existing concrete slab at an abandoned woodyard in Georgiana, Alabama. Two whole-tree chip piles were constructed using a John Deere 120C tracked excavator (Figure 1). During pile construction, EL-USB-2+ sensors by Lascar Electronics were placed near the center of each pile at approximately 3 feet (bottom), 6 feet (middle), and 8 feet (top) from the ground. Sensors were also placed on the north and south face 18 inches deep. Each sensor was programmed to record temperature and relative humidity once every hour. Prior to the study, new batteries were installed in each sensor. Specifications for temperature and relative humidity of the sensors were 31 to 176°F and 0 to 100%, respectively.

![Figure 2. Chip pile construction using an excavator.](image)

Also during pile construction, samples were collected and placed in 5 gallon buckets and sealed with lids for later determination of moisture content, ash content, and particle size. Five samples were collected from each pile. To monitor moisture content over time a 5 foot PVC
pipe was placed in each pile about 4 feet above ground ending near the center. A soil auger was inserted into the PVC pipe to collect samples at designated time frames. Moisture content was assessed as prescribed in European Standard EN 14774-2 (2009). Samples were weighed wet and placed in a drying oven at 105 ± 2°C until total mass loss differed by less than 0.2% between measurements taken one hour apart. After piles were constructed, measurements were taken on each pile and included vertical height, base circumference, and slope length. Heights were measured using a clinometer, while circumference and slope length were measured using a cloth tape. From these measurements, total volume for each pile was calculated. Bulk density was determined using procedures outlined in European Standard EN 15103 (2009).

Piles were deconstructed on March 16th, 2011. Prior to deconstruction, total height, base circumference, and slope length were measured. During deconstruction, each pile was split vertically and half removed. This was done so that an internal profile could be revealed and samples collected at strategic locations (Figure 2). Two samples were collected at each location for moisture content determination. Samples collected from locations A, B, and C were also analyzed for bulk density. In addition, three samples were collected from the surface on the north and south face of each pile. Once samples were collected, deconstruction was completed and sensors were recovered.
3. Results

Climatological data are summarized in Table 1. High and low values for temperature and humidity are averages over the course of the drying period. Mean values for temperature and humidity were calculated by summing all high and low values and dividing by two times the number of drying days. For precipitation, high and low values reflect the maximum and minimum rainfall recorded on a particular day. Values for high wind speed and gust reflect averages over the drying period. A total of 18.78 inches of rainfall was recorded at the Greenville, Alabama weather station during the drying period. During the last three days of the drying period 0.47 inches of rainfall was recorded. A total of 2.71 inches of rainfall was recorded during the last week of the drying period.

<table>
<thead>
<tr>
<th>Variable</th>
<th>High</th>
<th>Mean</th>
<th>Low</th>
<th>Gust</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°F)</td>
<td>61.8</td>
<td>50.7</td>
<td>40.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Humidity (%)</td>
<td>90.7</td>
<td>67.7</td>
<td>45.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Precipitation (in)</td>
<td>3.2</td>
<td>0.12</td>
<td>0.0</td>
<td>-</td>
<td>18.78</td>
</tr>
<tr>
<td>Wind Speed (mph)</td>
<td>11.5</td>
<td>5.0</td>
<td>-</td>
<td>23.2</td>
<td>-</td>
</tr>
</tbody>
</table>

Dimensions of each pile are summarized in Table 2. After piles were constructed, a total of eight auger-collected samples were made prior to the end of the study period from Pile 1 and seven collections from Pile 2 for moisture content analysis over time (Figure 3). Initial moisture contents (wet-basis) from Oct. 8th for Pile 1 and Oct. 22nd for Pile 2 are also included in Figure 3. Pile 1 had an initial moisture content of 51.4%, compared to 48.3% for Pile 2. The last sample collection made through the PVC pipe occurred on March 2nd and was 51.4% for Pile 1 compared to 40.0% for Pile 2.

<table>
<thead>
<tr>
<th>Whole-Tree Chip Piles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pile</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>
Each sensor recorded one observation per hour; therefore, the number of observations listed in Table 3 also reflects the number of hours data were recorded. For Pile 1, the maximum data recording time possible was 3815 hours, which was achieved only by the sensor placed in the north face of the pile. All other sensors did not achieve 100% data recording during the study period. For temperature, the bottom sensor recorded 65% of the time, followed by the south sensor (53%) and the middle sensor (31%). The top sensor only recorded for 270 hours, or 7% of the time. Pile 2 had a maximum possible recording time of 3500 hours, which was achieved by both the north and south sensors. The top sensor recorded temperature 95% of the time, followed by the bottom sensor (63%) and the middle sensor (23%).

The minimum temperature recorded for both piles occurred on the north face during the month of December (36°F for Pile 1 and 32°F for Pile 2). Pile 1 also had a 36°F reading during the month of February. For both piles the maximum temperature recorded was by the top sensor during the month of October (146°F for Pile 1 and 137°F for Pile 2).

Duncan’s Multiple Range Test (SAS 1988) was used to detect for significant differences ($\alpha=0.05$) in temperature between piles at each sensor location. Results showed that mean temperatures were significantly different between piles at each location.
Table 3. Descriptive statistics of temperature for both Piles.

<table>
<thead>
<tr>
<th>Sensor Location</th>
<th>Pile 1</th>
<th>Pile 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean</td>
</tr>
<tr>
<td>Bottom</td>
<td>2484</td>
<td>94.5a</td>
</tr>
<tr>
<td>Middle</td>
<td>1201</td>
<td>118.9a</td>
</tr>
<tr>
<td>Top</td>
<td>270</td>
<td>127.1a</td>
</tr>
<tr>
<td>North</td>
<td>3815</td>
<td>62.7a</td>
</tr>
<tr>
<td>South</td>
<td>2040</td>
<td>71.1a</td>
</tr>
</tbody>
</table>

*Means with the same letter between piles are not significantly different using Duncan’s Multiple Range Test.

Mean relative humidity was consistent for Pile 1 for the bottom, middle, top, and north locations and ranged from 98.2 to 99.9%, while the south location averaged 66.6%. Relative humidity in Pile 2 ranged from 81.6 to 99.8%.

Figures 4 and 5 display mean monthly temperatures recorded by each sensor for both piles. Overall, mean temperatures reached a minimum during the month of January and gradually increased afterwards. For Pile 1, the highest mean monthly temperatures occurred in October and were 129.5°F for the middle sensor, followed by 127.1°F for the top sensor. The bottom of Pile 1 reached a maximum temperature of 126.0°F on day nine. The middle location reached a maximum temperature of 139.0°F on day ten and remained above 100°F until day 42. The maximum temperature at the top location was 146.0°F on day nine and 144.0°F on day twelve when the sensor stopped recording. The maximum temperature was 117.8°F on day eleven for the north location and 74.0°F at day eleven for the south location.

Figure 5. Mean temperature by month for Pile 1.
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Temperature recorded by the south sensor in Pile 1 had a lower standard deviation as compared to the other sensors. This raised some concern about the sensor’s accuracy. Testing of the sensor in a lab drying oven for five different temperatures revealed the sensor recorded temperatures with acceptable accuracy. Percent differences between the sensor and oven readings ranged from 2.4 to 5.6%.

For Pile 2 the highest mean monthly temperature was also recorded by the middle sensor during October at 111.5°F. The three highest mean monthly temperatures were recorded by the top, middle, and bottom sensors during October and differed by no more than 5.3°F (107.7°F for the top, 111.5°F for the middle and 106.2 °F for the bottom sensor). The bottom of Pile 2 reached a maximum temperature of 117.6°F on day two. Both the middle and top locations for Pile 2 reached their maximum temperature on day three (139.0°F for the middle and 135.0°F for the top). The maximum temperature for the north (96.3°F) and south (101.0°F) locations occurred on day two of the drying period.

Moisture contents from each sample location within each pile are summarized in Figure 6. These samples were collected during deconstruction of the piles. Both piles were much wetter around the surface and top as compared to other areas. For locations 1-8 (surface) moisture contents ranged from 60.1 to 68.1% for Pile 1 and 65.5 to 69.5% for Pile 2. At the center of the piles at locations A, B, and C moisture contents ranged from 44.2 to 48.7% for Pile 1 and 31.3 to 44.0% for Pile 2. For sample location 9 (bottom) Pile 1 had a moisture content of 45.5%, compared to 26.8% for Pile 2. Comparing moisture contents between the surface and center locations resulted in a 33% difference for Pile 1, compared to a 52% difference for Pile 2.
Bulk density was measured from samples collected at points A, B, and C during pile deconstruction and are summarized in Figure 7. Values were consistent and ranged from 10.34 to 10.62 lb/ft³ for Pile 1 and 10.17 to 10.67 lb/ft³ for Pile 2.

4. Discussion

Both temperature and relative humidity data were recorded in both piles, however, temperature was the major focus in this paper since it is a more crucial and important variable.
of interest to the forest industry. Temperatures within piles were never high enough where spontaneous combustion would be likely to occur (180°F+), although they were in the range conducive for the development of wood-rotting fungi and the pinewood nematode.

The highest temperature observed of 146°F occurred at the top location in Pile 1 and only remained at that level for thirteen consecutive hours on the ninth day of the study period. The top location temperature in Pile 1 decreased slightly to 144°F by the twelfth day, at which point the sensor stopped. The maximum temperature recorded in Pile 2 was 137°F at the top location during day two of the study period.

For smaller, non-compacted piles wood-rotting fungi is more probable when temperatures drop below 120°F. For Pile 1, three of the sensors (bottom, north, and south) recorded more than 50% of the time for the total study period. Both the north and south sensors recorded temperatures of less than 120°F for 100% of their recording time. The bottom sensor recorded temperatures of less than 120°F for 90% of its recording time. Pile 2 had four sensors (bottom, north, south, and top) that recorded more than 50% of the time for the total study period. The bottom, north, and south sensors all recorded temperatures less than 120°F 100% of the time, while the top sensor recorded temperatures in this range 98% of the time.

The pinewood nematode has been found to thrive when temperatures are between 95 to 104°F. Of the three sensors in Pile 1 that recorded more than 50% of the time, the bottom sensor had the highest percentage (29%) of time with temperatures within this range. The north sensor only recorded temperatures within this range 3% of the time, while the south sensor recorded no temperatures within this range. Of the four sensors in Pile 2 that recorded more than 50% of the time, the bottom sensor also had the highest percentage (22%) of time with temperatures within this range. The top sensor recorded within this range approximately 15% of the time.

Statistical analysis showed that mean temperatures between piles at each location were significantly different. This implies that temperature within piled chips can be highly variable, even with the same type of material.

5. Conclusions

It appears that storing whole-tree pine chips in small piles 10 feet in height are not susceptible of reaching internal temperatures high enough to cause spontaneous combustion. At the end of the drying period piles were higher in moisture content along the surface as compared to the center. Pile 1 had a 33% difference in moisture content between the surface
and center compared to a 52\% difference for Pile 2. Duncan’s Multiple Range Test indicated there were significant differences in recorded temperatures between piles for each sensor location. Temperature data revealed that chip piles of this type are more susceptible to wood-rotting fungi than they are to the pinewood nematode under these conditions.
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A mail survey was used to evaluate how non-federal public forest land management agencies use stumpage payment methods in their timber sale programs. The survey population included 53 state agencies across the United States and 44 county agencies within the Lake States (Michigan, Minnesota and Wisconsin) that manage and administer timber sales on state or county titled forest land. Of particular importance was gathering the perceptions of timber sale program administrators regarding the advantages and disadvantages the two most common stumpage payment methods: consumer scale (also commonly called pay-as-cut) and lump sum (also commonly called sold-on-appraised-volume). Agencies with relatively little timber sale activity have a tendency to use only one stumpage payment method, whereas agencies with robust timber sale programs were more likely to use both methods. Program administrators perceive greater differences in the administrative and financial aspects of the two stumpage payment methods and few differences with respect to their ecological effects. The study provides suggestions for improving the cost-effectiveness of timber sale programs.

Keywords: consumer scale, lump sum, timber sale program, cost-effectiveness, stumpage

1. Introduction

While the policies and procedures used in timber sale programs will vary by public land management agencies, they all share the common goals to control administrative costs and to collect fair market value for the timber products that are sold. One contractual element of selling timber that has been thought to influence the economic efficiency of a timber sale program is the choice of stumpage payment method used to collect the revenue for the timber harvested. The two common stumpage payment methods used by public agencies are consumer scale and lump sum. The consumer scale method (also commonly called pay-as-cut) charges the stumpage purchaser only for the volume of timber that is harvested and scaled.
The lump sum method (also commonly called sold-on-appraised-volume) charges the stumpage purchaser a fixed price that is based on the stand’s estimated merchantable volume, not the timber volume harvested and removed from a timber sale.

The main administrative tasks of public timber sale programs using the consumer scale stumpage payment method are those associated with collecting and processing scale tickets. Scale ticket processing refers to the administrative effort required to monitor and account for the volume of timber harvested and scaled, and to collect payment from the stumpage purchaser for the harvested timber. The consumer scale timber payment method typically requires frequent harvest inspections to monitor the harvesting activity and collect scaling tickets from the purchaser (Leffler and Rucker 1991, Paarsch 1993). The lump sum method requires a single up-front payment for the estimated merchantable volume, thereby avoiding the administrative tasks associated with a scale ticketing system which can produce possible cost-savings to an agency (Maroaka and Watson 1983, Paarsch 1993, Brown et al. 2010).

With the lump sum stumpage payment method, the timber sale’s estimated merchantable timber volume may be different than the timber volume that is harvested. Consequently, the stumpage purchaser bears the financial risk of a volume under-run while the public agency bears the risk of a volume over-run. Public agencies may attempt to mitigate this financial risk by increasing the accuracy of their merchantable timber volume estimates (Deckard et al. 2011). Purchasers may also attempt to mitigate their financial risk by discounting their bids prices for the stumpage (Maroaka and Watson 1983, Deckard et al. 2011). Previous studies have found that the lump sum stumpage payment method will result in increased utilization of the timber sale’s merchantable timber (Nautiyal and Love 1971, Flick 1985) because of the sunk cost to the purchaser (Maroaka and Watson 1983), especially on low value timber sales (Sendak 1991).

In terms of how public agencies use stumpage payment methods, Leffler and Rucker (1991) suggested that resource managers need to select the method that maximizes revenue with the least transactional costs to administer. In a study that assessed how timber sale program policies and procedures impact the stumpage prices received, Brown et al. (2010) found that sixty-three percent of state timber sale programs used the lump sum method and thirty-seven percent used the consumer scale method. They noted that many states use a mixture of the two methods in their timber sales.

In summary, the choice of stumpage payment method has strong potential to result in certain financial tradeoffs as differences in administrative costs during pre-sale, active-sale or post-sale activities or as revenue leakages from the timber products that are sold. Our objective was to evaluate the advantages and disadvantages of the consumer scale and lump sum
stumpage payment methods with respect to their financial and administrative effects. Furthermore, since previous research has found that the choice of stumpage payment method can result in utilization differences, we also wanted to obtain the perspectives of timber sale program administrators with respect to the ecological effects associated with each stumpage payment method. We also wanted to understand how the consumer scale and lump sum methods were used on timber sales that were sold by public agencies.

2. Methods

To accomplish our study objectives, we sent a mail survey to state and county agencies that manage timber sale programs. The 58 states agencies included in the survey were identified by searching the internet for each “[state] state forestry program.” The search revealed seven states with multiple agencies (e.g. state “Department of Forestry” and state “Department of Wildlife and Fisheries”) that manage separate state titled forest lands with timber sales. Counties in the Lake States (Michigan, Minnesota and Wisconsin) also have active timber sale programs and were also included in our survey. The list of 15 Minnesota county forest management agencies was generated from a membership list for the Minnesota Association of County Land Commissioners (mncountyland.org). The list of 29 Wisconsin county forestry management agencies was generated from a membership list for the Wisconsin County Forest Association (wisconsincountyforests.com). The two Michigan county forest management agencies were identified by contacting an Extension Forester with Michigan State University and requesting expert information about which counties in Michigan have timber sale programs.

The contact person for each of the 104 agencies included in the survey was identified as the individual responsible for leading or supervising the timber sale program. We felt those individuals would have expert knowledge on the policies and procedures used by their respective agency regarding stumpage payment methods. We anticipated that if those individuals did not have the information requested in the survey, they would likely seek out other individuals within their agency who could provide the requested information.

We pilot tested a draft questionnaire with five professional foresters from four agencies (two county, one state, one federal agency). The four agencies were selected because of our prior knowledge about their use of timber payment methods. The pilot test provided feedback on the draft questionnaire’s format, content, and individual question design that was used to finalize the questionnaire.
The survey was administered in the fall of 2014 following a modification of the methods developed by Dillman (2007). Our survey process utilized a five-wave contact procedure starting with a pre-notice postcard, followed one week later with a survey questionnaire and a cover letter describing the purpose of the study, followed one week later with a reminder notice postcard, followed two weeks later with a second survey questionnaire and second cover letter to the non-respondents and followed three weeks later with phone calls to the remaining non-respondents.

The questionnaire included a series of questions that asked timber sale program supervisors about their perceptions of the administrative, financial and ecological advantages and disadvantages of using the consumer scale and lump sum methods. The scaled questions were designed using a 5-point Likert-scale with 1 indicating “Strongly Disagree”, 3 indicating “Neutral” and 5 indicating “Strongly Agree.” Respondents also had the option of selecting a “Don’t Know” response for each statement. Paired t-tests were conducted on the Likert-scaled question to determine whether there were significant differences between the two timber payment methods for each statement ($\alpha=0.05$).

The agencies that responded to the survey were grouped into three size classes based on the total number of timber sales offered in fiscal year 2013. The breakpoint for each size class category was determined from the quartiles of the aggregate data of the total number of timber sales sold in fiscal year 2013 with “small” sized agencies being less than the 25% quartile, “medium” sized agencies being between the 25% and 75% quartiles, and “large” sized agencies being larger than the 75% quartile.

3. Results

Seven program supervisors reported not having an active timber sale program; thus, reducing the population size to 97 agencies. Ninety program supervisors returned the survey questionnaire and one program supervisor verbally declined to participate in the study, resulting in a 94% response rate. However, the usable response rate was 93% (Table 1). The nonresponse included four county agencies from Wisconsin, one state agency from the North region2 and one state agency from the South region (an overall 89% response rate for county agencies and 96% response rate for state agencies). Given the high response rate, we felt the data was representative of our survey population.

---

2 Agencies were categorized based on the USDA-Forest Service’s Resource Planning Act regions.
The average number of timber sales sold in fiscal year 2013 for counties and states was 37.5 and 73.3, respectively (Table 2). The maximum number of reported timber sales sold in 2013 by county and state agencies were 160 and 982, respectively.

We observed that small sized agencies (n=20) had a tendency to use only the lump sum method (45%) or only the consumer scale method (40%) and less use of both methods (10%; meaning that both methods were used on separate and mutually exclusive timber sales) or blended methods (5%; meaning that both methods were used on single timber sales). For example, sawtimber sold with the consumer scale method and pulpwood sold with the lump sum method (Figure 1). Medium sized agencies (n=42) maintained a high use of only the consumer scale method (45%) but also increased the use of both stumpage payment methods (38%) on separate timber sales in their timber sale programs. Large sized agencies (n=20) had a greater tendency to use both methods on separate timber sales (40%) or blended methods (40%) and less use of only the lump sum method (15%) or only the consumer scale method (5%).

Table 1. Survey response by agency type and region.

<table>
<thead>
<tr>
<th>Agency type and region</th>
<th>Number of respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counties</td>
<td></td>
</tr>
<tr>
<td>North (Lake States)</td>
<td>39</td>
</tr>
<tr>
<td>States</td>
<td></td>
</tr>
<tr>
<td>North</td>
<td>22</td>
</tr>
<tr>
<td>Pacific Coast</td>
<td>6</td>
</tr>
<tr>
<td>Rocky Mountains</td>
<td>9</td>
</tr>
<tr>
<td>South</td>
<td>14</td>
</tr>
</tbody>
</table>

*aAgency’s region categorized based on the USDA-Forest Service’s Resource Planning Act regions.*

Table 2. Statistics for number of timber sales sold during fiscal year 2013 for counties and states.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Counties</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Maximum</td>
<td>160</td>
<td>982</td>
</tr>
<tr>
<td>Average</td>
<td>37.5</td>
<td>73.3</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>37.0</td>
<td>178.2</td>
</tr>
</tbody>
</table>
Table 3 reports the perceptions of timber sale program administrators regarding potential administrative differences of using the consumer scale and lump sum stumpage payment methods. These perceptions varied for all of the statements and all were statistically significant (p < 0.0001). The widest range of values reported (consumer scale mean value = 4.02 and lump sum mean value = 2.29) was for the statement regarding the administrative time required to process paperwork and other timber sale documents. Administrators felt consumer scale sales require more administrative time than lump sum timber sales. The narrowest range of values reported (consumer scale mean value = 3.62 and lump sum mean value = 4.17) was for the statement pertaining to a forester’s ability to simultaneously manage or administer several timber sales of each method.

Respondents had strongly contrasting perceptions (p < 0.023) for all but two of the seven statements designed to address the potential financial differences of using the consumer scale and lump sum stumpage payment methods (Table 4). The widest range of values reported (consumer scale mean value = 3.65 and lump sum mean value = 2.55) was for the statement asking respondents to evaluate each method’s administrative costs to administer. The narrowest range of values reported (consumer scale mean value = 3.73 and lump sum mean value = 3.63) was for the statement inquiring if each method encourages competition from potential purchasers.

Respondents also had strongly contrasting perceptions (p < 0.001) for only two statements designed to address the potential ecological differences of using the consumer scale.
and lump sum stumpage payment methods (Table 5). The widest range of values reported (consumer scale mean value = 2.74 and lump sum mean value = 3.38) was for the statement asking if each method encourages high utilization of standing dead and on-the-ground dead material. The narrowest range of values reported (consumer scale mean value = 3.54 and lump sum mean value = 3.57) was for the statement inquiring if each method affects which leave trees are retained post-harvest (if not marked by the forester).

Table 3. Comparison of the administrative differences between the consumer scale and lump sum stumpage payment methods. Values are mean scores based on a 5-point Likert scale; where 1 = strongly disagree, 3 = neutral, 5 = strongly agree. Standard deviations are shown in parentheses.
Table 4. Comparison of the financial differences between the consumer scale and lump sum stumpage payment methods. Values are mean scores based on a 5-point Likert scale; where 1 = strongly disagree, 3 = neutral, 5 = strongly agree. Standard deviations are shown in parentheses.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Consumer Scale</th>
<th>Lump Sum</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Will generate higher stumpage bids than normal. (n = 77)</td>
<td>3.51 (0.79)</td>
<td>3.18 (0.88)</td>
<td>0.023</td>
</tr>
<tr>
<td>Is attractive to bidders when the sale has a high percentage of low value timber. (n = 76)</td>
<td>3.59 (0.90)</td>
<td>2.92 (0.98)</td>
<td>0.001</td>
</tr>
<tr>
<td>Is attractive to bidders when their operating costs are high. (n = 75)</td>
<td>3.63 (0.80)</td>
<td>3.01 (0.88)</td>
<td>0.000</td>
</tr>
<tr>
<td>Encourages competition for sales. (n = 79)</td>
<td>3.73 (0.80)</td>
<td>3.63 (0.89)</td>
<td>0.380</td>
</tr>
<tr>
<td>Is a financial risk to your agency. (n = 82)</td>
<td>2.73 (1.12)</td>
<td>3.09 (1.24)</td>
<td>0.111</td>
</tr>
<tr>
<td>Is costly for your agency to administer. (n = 83)</td>
<td>3.65 (0.98)</td>
<td>2.55 (0.99)</td>
<td>0.000</td>
</tr>
<tr>
<td>Will maximize timber revenue for your agency. (n = 79)</td>
<td>3.72 (0.88)</td>
<td>3.10 (0.99)</td>
<td>0.001</td>
</tr>
</tbody>
</table>
### 4. Discussion and Conclusions

The administrators of state and county timber sale programs have wide-ranging opinions about the consumer scale and lump sum timber payment methods. We expected such differences would be a function of the administrative tasks required for each method, as has been cited in the literature. Additionally, we explored the possibility that ecological differences could exist post-harvest between the two methods. The survey results allowed us to better understand the perceptions of those differences by timber sale program supervisors and how the two methods are currently being used in state and county agency timber sale programs.

We found that agency use of the two timber payment methods varies according to the number of timber sales sold. Those state and county timber sale programs that offered few timber sales each year tend to use a single timber payment method, with the number using consumer scale and lump sum methods nearly equal. In contrast, large sized agencies had a greater tendency to use both stumpage payment methods (on separate and mutually exclusive timber sales) or blended payment methods (on single timber sales; for example, sawtimber sold with the consumer scale method and pulpwood sold with the lump sum method). For the large sized agencies, we attribute the increased use of both methods to the likelihood that the

---

**Table 5. Comparison of the ecological differences between the consumer scale and lump sum stumpage payment methods. Values are mean scores based on a 5-point Likert scale; where 1 = strongly disagree, 3 = neutral, 5 = strongly agree. Standard deviations are shown in parentheses.**

<table>
<thead>
<tr>
<th>Statement</th>
<th>Consumer Scale</th>
<th>Lump Sum</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allows land managers to meet regeneration objectives. (n=79)</td>
<td>3.65 (0.97)</td>
<td>3.67 (1.06)</td>
<td>0.798</td>
</tr>
<tr>
<td>Has a positive influence on post-harvest wildlife habitat. (n=81)</td>
<td>3.54 (1.01)</td>
<td>3.49 (1.03)</td>
<td>0.620</td>
</tr>
<tr>
<td>Encourages the logger to utilize timber in riparian areas. (n=77)</td>
<td>2.95 (0.96)</td>
<td>3.43 (1.08)</td>
<td>0.001</td>
</tr>
<tr>
<td>Encourages high utilization of standing dead and on-the-ground dead material. (n=81)</td>
<td>2.74 (0.93)</td>
<td>3.38 (1.11)</td>
<td>0.000</td>
</tr>
<tr>
<td>Affects which leave trees the logger will choose (If required and not marked by the forester). (n=79)</td>
<td>3.54 (1.05)</td>
<td>3.57 (1.15)</td>
<td>0.818</td>
</tr>
<tr>
<td>Has a positive influence on post-harvest visual and aesthetic qualities. (n=79)</td>
<td>3.41 (0.91)</td>
<td>3.30 (1.04)</td>
<td>0.445</td>
</tr>
</tbody>
</table>
variability of individual timber sale characteristics (e.g., variability in species, product types, size diameters, occurrence of salvage timber sales) increases with timber sale activity. Therefore, the program supervisors will choose the “the right tool for the job” depending on the timber sale characteristics; for example, several respondents indicated with comments in the survey margins that the consumer scale method is preferred on partial cuts or high value species-product timber sales.

The responding timber sale program supervisors stated there are administrative and financial differences between the consumer scale and lump sum timber payment methods. They characterized three perceived advantages of the lump sum stumpage payment method over the consumer scale method: less administration time is required during harvest operations and post-sale activities, less administration personnel are involved with a timber sale and the overall result is that the lump sum stumpage payment method is less costly to an agency. The perceived disadvantages of the lump sum timber payment method as compared to the consumer scale method are additional administrative time during pre-sale activities (e.g. estimating the timber sale’s merchantable volume) and a potential loss in the number of bidders if the sale contains low-valued timber and/or high operating costs. The perceived advantage of the consumer scale timber payment method over the lump sum method is higher stumpage bid prices that will increase timber sale revenue. Survey respondents also generally agreed that the consumer scale timber payment method lessens the financial risk to their agency. Program supervisors indicated the two timber payment methods produce fewer differences between each other in ecological outcomes; for example, meeting post-harvest regeneration goals or influencing wildlife habitat.

Non-federal timber sale program supervisors thought the lump sum timber sale method could result in higher utilization in riparian areas and could encourage higher utilization of dead material (e.g., snags and on-the-ground retention logs), compared to the consumer scale timber payment method. If ecological goals or silviculture prescriptions are designed to achieve high utilization of material (e.g., salvage timber sales or clearcut regeneration harvest) the lump sum timber payment method was perceived to be the more appropriate stumpage payment method.

In summary, this study will be of interest to timber sale program supervisors and other decision makers who may be curious about the general perceptions of the consumer scale and lump sum stumpage payment methods with regards to administrative, financial and ecological advantages and disadvantages of their use.
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Two complementary techniques were employed to explore the financial impact of two methods (sold on appraised estimate and consumer scale) used by the St. Louis County Land Department in northern Minnesota to collect payment for timber sold at public auction. The first technique was a hedonic price analysis model, which identified important drivers of a stumpage purchaser’s bid price for stumpage on 473 timber sales sold from 2006-2012. The model investigated the relative influence that payment method had on the winning bid value. The second analytical technique explored the influence of payment method on stumpage bids through a field experiment called paired bidding, which assessed the impact of different timber sale attributes on a bidder’s willingness to pay for stumpage. It did so by requiring a given tract of timber be advertised for sale and bid on (via a sealed bid auction) in two ways, with the only difference between the two sale versions being the method by which the purchased timber would be paid for. Both the hedonic model and the paired bid experiment found that willingness to pay for stumpage was not influenced by the timber payment method used to pay for the timber.
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1. Introduction

An important aspect of public timber sales that can have a substantial impact on stumpage price is the method used to collect payment from the timber buyer (i.e., timber payment method) (Brown et al., 2010). Public agencies generally collect payment for timber sold in one of two ways: consumer scale or sold on appraised volume (SOAV). For timber sales using the consumer scale timber payment method, the volume of wood harvested by the buyer and transported to a consuming mill from a tract is measured (scaled) by the seller (or a third party), with the buyer paying a specified amount (i.e., its sale price) for each unit of volume harvested (Brown et al., 2010). In contrast, buyers using the SOAV timber payment method pay a specified amount for the entire tract of timber offered for sale, regardless of the amount of timber actually harvested from the tract and brought to a consuming mill (Brown et al., 2010).
Public timber sale programs select the timber payment method based on the administrative requirements as well as a variety of economic, social, and ecological factors.

This study investigates how the timber payment method impacts the timber sale revenue of the St. Louis County Land Department’s (SLCLD) timber sale program. St. Louis County is the largest county in Minnesota and the SLCLD manages approximately 872,100 acres of forest land of which 639,400 acres are considered commercial forest land (St. Louis County Minnesota, 2015). The primary reasons behind selecting the SLCLD for this study are the relatively high number of annual timber sales, the physical characteristics of SLCLD timber sales (i.e., species, volume, and location), its use of both timber payment methods, and its willingness to collaborate on the study. By exploring timber payment method’s influence on stumpage bids, this study provides public agencies and policymakers with information that can help identify the financial tradeoffs associated with these two timber payment methods—an area of research for which little information and analysis exists.

2. Willingness to Pay for Stumpage

A study by Kueper et al. (2014) reported that 59% of Minnesota DNR timber purchasers prefer consumer scale sales and 41% prefer SOAV sales. This preference might influence a bidder’s willingness to pay (WTP) for a timber tract and thus impact the gross timber sale revenue generated by the seller. Kilgore and Blinn (2005) reported that a buyer’s knowledge of the forester who set up the timber sale might influence its WTP. If the tract was sold under the SOAV method, bidders may base their bidding behavior on the specific forester who appraised the timber tract. Over time, buyers can become familiar with a forester’s timber appraisal practices (e.g., tends to underestimate merchantable volume) and use that information to adjust their WTP accordingly (e.g., increase their WTP if the appraiser consistently underestimates the volume of merchantable timber in a timber sale) (Brown, et al., 2010).

Several studies have analyzed timber payment methods and their expected impact on bid price and wood utilization. Flick (1985) highlighted some of the potential tradeoffs between each timber payment method and hypothesized that SOAV sales promote “better timber utilization and tend to elicit higher prices” from buyers (p. 149). Similarly, Maroaka and Watson (1983) found that use of the SOAV timber payment method by the USDA Forest Service reduced administrative costs, produced higher stumpage bids, and encouraged timely harvests. The findings from these two studies contradict the results in the Minnesota DNR report (Deckard et al., 2011), which stated that SOAV stumpage bids were discounted by 5-15% compared to bids submitted for consumer scale sales to account for the increased financial risk of SOAV sales.
(i.e., increased risk to the buyer due to the potential of a seller underestimating a tract’s total volume).

3. Hedonic Price Analysis

Hedonic price analyses are a common method for analyzing timber sale data and are often employed by forest economists to better understand the factors that influence stumpage price. Griliches (1991) noted that the hedonic method “relates the prices of different versions of a commodity to differences in their characteristics, ‘qualities’, and discovers thereby the relative valuation of such qualities (p. 185).” In other words, the model used in a hedonic price analysis estimates the relationship between the price of a good, input, or service and the characteristics embodied within that good, input, or service (Brown et al., 2012).

This study utilized hedonic price analysis to assess the significant predictors of WTP from timber sales offered by the SLCLD. The model used 473 timber sales from the SLCLD that were sold from 2006-2012. Table 1 describes the independent variables included in the hedonic price analysis model, which includes the timber payment method (SOAV) and several other timber sale characteristics thought to influence a bidder’s WTP for timber. Note the SLCLD uses the same timber appraisal standards for all timber sales, regardless of the payment method, meaning a timber sale’s estimated merchantable timber volume is not related to the timber payment method. The dependent variable is the winning bid value ($) per acre, which is the estimated (appraised) volume for each species, multiplied by the unit winning bid price for each species-product combination. The hedonic price analysis model tested the null hypothesis that there are no differences in winning bid value attributed to the timber payment method. The model was run in SAS 9.3 (SAS Institute, 2011).

Table 1. Description of timber tract characteristics from the SLCLD database used in the hedonic price analysis model and their expected impact on winning bid value ($) per acre.

<table>
<thead>
<tr>
<th>Timber tract characteristic</th>
<th>Description</th>
<th>Expected impact on winning bid value¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOAV</td>
<td>The percent (0 to 100) of the total appraised volume sold under the SOAV timber payment method. The remainder was the portion sold under the Consumer Scale (CS) method.</td>
<td>(+) higher utilization on SOAV sales</td>
</tr>
<tr>
<td>Species</td>
<td>The percent (0 to 100) of total appraised volume that was comprised of hardwood, softwood, or aspen species. Calculated by dividing total hardwood, softwood, or aspen cords appraised by total cords appraised within the tract.</td>
<td>(+/-) species have different market value</td>
</tr>
<tr>
<td><strong>Appraised cords per acre</strong></td>
<td>The total estimated (appraised) volume in cords per acre. Calculated by dividing total estimated cords appraised by total acres.</td>
<td>(+) higher density of harvestable volume per unit area</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td>Binary variable that equals one if the tract was administered through the southern area office (Pike Lake) in St. Louis County; variable equals zero if the tract was administered through the northern area office (Virginia) in St. Louis County.</td>
<td>(+) southern area is closer to more consuming mills</td>
</tr>
<tr>
<td><strong>Sealed bid</strong></td>
<td>Binary variable that equals one if the tract was offered for sale through a sealed bid auction; equals zero if the tract was offered for sale through an oral auction.</td>
<td>(+) sealed bid known to increase WTP</td>
</tr>
<tr>
<td><strong>Blocks</strong></td>
<td>Number of sale parcels (i.e., blocks) per tract. Includes sales with up to 9 blocks (87.1% of sales had fewer than 4 blocks).</td>
<td>(-) higher move costs for each additional harvesting block</td>
</tr>
<tr>
<td><strong>Winter</strong></td>
<td>Binary variable that indicates that the buyer may only harvest the sale during frozen ground conditions, as identified on the timber sale auction listing. The variable equals zero if the tract was only accessible during the summer or if there were no seasonal restrictions placed on when the tract could be harvested. 1 =winter only and 0 = summer or year-round.</td>
<td>(-) winter only harvesting restriction reduces bidders’ WTP because more tracts are offered for sale with this restriction</td>
</tr>
<tr>
<td><strong>Quarter [1-4]</strong></td>
<td>Four dummy variables that indicate the quarter during which the sale sold (i.e., auction date). Q1=January-March; Q2=April-June; Q3=July-September; Q4=October-December. Q4 was omitted as the base comparison.</td>
<td>(+) higher seasonal need for timber sales in beginning of calendar year</td>
</tr>
<tr>
<td><strong>Year [2006-2012]</strong></td>
<td>Six dummy variables used to indicate the calendar year in which the sale was offered (Year06-Year12). Year06 was omitted as the base comparison.</td>
<td>(-) lower timber prices in years 2006-2012</td>
</tr>
</tbody>
</table>

1Positive and negative expected influence on winning bid value ($) per acre are noted by (+) and (-), respectively.

The following equation represents the hedonic price winning bid value model for the SLCLD timber sales:

\[ \text{Winning bid value ($/acre)} = \alpha_i + \sum \beta_j x_i + \epsilon_i \]

The \( x_i \)'s in the winning bid value model equation are the tract characteristics that could influence the winning bid value per acre received by the SLCLD (Table 1). The \( \beta_j \)'s are the parameter estimates which indicate the direction and relative strength of the relationship with respect to winning bid value per acre. The term \( \alpha_i \) is the intercept parameter, and \( \epsilon_i \) is the error term.
Results

The winning bid value model’s F-statistic indicates that the included variables are jointly significant at the 1% level, and the R^2 highlights the model’s explanatory power with approximately 75% of the variation in winning bid value explained. Several variables have a statistically significant (α = 0.05) influence on winning bid value ($) per acre, including hardwood, appraised cords, location, winter, and year (Table 2).

Table 2. Results from winning bid value model (dependent variable = winning bid value ($) per acre) for timber sales sold by the SLCLD from 2006-2012 (n = 473).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Coefficient^1</th>
<th>S.E.</th>
<th>95% C.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>74.65*</td>
<td>47.61</td>
<td>-18.90</td>
</tr>
<tr>
<td>SOAV</td>
<td>28.47</td>
<td>22.16</td>
<td>-15.07</td>
</tr>
<tr>
<td>Hardwood</td>
<td>-345.84***</td>
<td>40.38</td>
<td>-425.19</td>
</tr>
<tr>
<td>Aspen</td>
<td>-38.20</td>
<td>30.90</td>
<td>-98.92</td>
</tr>
<tr>
<td>Appraised cords</td>
<td>30.73****</td>
<td>1.00</td>
<td>28.76</td>
</tr>
<tr>
<td>Blocks</td>
<td>-2.07</td>
<td>5.90</td>
<td>-13.66</td>
</tr>
<tr>
<td>Location</td>
<td>33.50**</td>
<td>15.29</td>
<td>3.45</td>
</tr>
<tr>
<td>Sealed bid</td>
<td>19.40</td>
<td>13.62</td>
<td>-7.37</td>
</tr>
<tr>
<td>Winter</td>
<td>-65.82***</td>
<td>14.03</td>
<td>-93.39</td>
</tr>
<tr>
<td>Year07</td>
<td>-141.63***</td>
<td>35.07</td>
<td>-210.55</td>
</tr>
<tr>
<td>Year08</td>
<td>-179.89***</td>
<td>35.38</td>
<td>-249.43</td>
</tr>
<tr>
<td>Year09</td>
<td>-230.14***</td>
<td>36.95</td>
<td>-302.75</td>
</tr>
<tr>
<td>Year10</td>
<td>-171.88***</td>
<td>38.62</td>
<td>-247.78</td>
</tr>
<tr>
<td>Year11</td>
<td>-156.29***</td>
<td>39.12</td>
<td>-233.17</td>
</tr>
<tr>
<td>Year12</td>
<td>-167.85***</td>
<td>44.54</td>
<td>-255.38</td>
</tr>
</tbody>
</table>

Model Fit:
R^2 = 0.7535
Adj. R^2 = 0.7438
F-statistic = 77.11 (Pr < 0.0001)

^1*** = significant at 1% level, ** = significant at the 5% level, and * = significant at 10% level.

Importantly, the SOAV variable (i.e., timber payment method variable) is not significant at the 10% level. Therefore, the model fails to reject the null hypothesis that there are no differences in winning bid value attributed to the timber payment method. In other words, the
model indicates that a bidder’s WTP is not significantly influenced by timber payment method used.

4. Paired Bidding Experiment

Regression methods such as those used in the hedonic price analysis only control for the variation in those variables that are included in the model. The winning bid value model attempts to control for all of the observable characteristics included in the model to estimate the relative influence of timber payment method on bid price. However, it does not control for any observable characteristics for which data was not available and unobservable characteristics influencing WTP.

Since regression methods do not completely control for all sources of variability (i.e., observable and unobservable characteristics), a paired bidding experiment was conducted to provide another perspective on timber payment method’s influence on WTP. The paired bidding method complements the regression methods used in the bid price model because it controls for all timber sale factors (both observed and unobserved) that are known to the seller and buyer, except the variable of interest (Kilgore and Blinn, 2003). The variable of interest in the paired bidding experiment was the timber payment method. Similar to the bid price model, the paired bid experiment analyzed the relative influence of timber payment method on a bidder’s WTP (i.e., bid price).

The paired bidding method requires a timber tract to be offered through a sealed bid process to potential buyers under two treatment scenarios, and for the buyer to submit a sealed bid for each scenario. Except for the variable of interest (timber payment method in our study), all other attributes of the sale (e.g., location, tract size, volume per acre) remain unchanged. Each buyer interested in the paired bid sale must submit two bids for the timber tract—one for the tract with treatment A (e.g., SOAV timber payment method) and one for the tract with treatment B (e.g., consumer scale timber payment method), with the sale awarded to the highest bidder for the treatment selected. The selected treatment for each tract (i.e., pair) is randomly determined (e.g., through the flip of a coin) after all bids have been submitted. Because the paired bidding method efficiently controls for all variation in timber sale attributes, except for the selected variable of interest (i.e., timber payment method), one can isolate the

---

3 Observable characteristics are the features of a timber sale that are known by the seller and buyer and for which data are available. Examples include the size of the sale, estimated volume, and location of the tract.

4 Unobservable characteristics are the features of a timber sale that are not known to the seller but are known to the buyer, which include the buyer’s logging experience, the current inventory and location of stumpage held by potential buyers, information about the contracts that buyers have with consuming mills, etc.
effect of the variable of interest on stumpage bids. Since the method resulted in the actual sale of timber, the potential for strategic behavior on the part of bidders (i.e., bids not reflective of their true WTP) is minimized, if not eliminated altogether (Kilgore and Blinn, 2003). The paired bidding technique in this analysis evaluated how each timber payment method impacted a bidder’s WTP.

On February 20, 2014, the SLCLD paired bidding experiment was implemented to evaluate how the two timber payment methods impact stumpage bid prices. The experiment was administered by the SLCLD staff through their sealed bid auction process. The paired bidding experiment required bidders to submit two bids for each timber tract they were interested in bidding on: one bid for the tract with a SOAV treatment and one bid for the same tract with a consumer scale treatment. All buyers were notified of the special bidding procedures and instructed that any bid without both Version A (SOAV) and Version B (consumer scale) would not be considered valid. The treatment (i.e., Version A and Version B) for each paired bidding tract was selected through the flip of a coin after all bids had been submitted, and the winning paired bid tract was the highest bid for the treatment selected for each tract.

Results

There were no bidders that submitted the paired bids incorrectly (e.g., all submitted bids contained pairs of bids). A total of 16 tracts were offered for sale and 15 timber tracts were sold through the paired bidding auction, generating 84 paired bids. One paired bidding tract did not receive any bids and was not sold at the February 2014 auction.

For each pair of bids for a given timber tract, the value difference between timber payment method treatments (i.e., SOAV bid value minus consumer scale bid value) was calculated (Figure 1). Any negative values (i.e., below the baseline) had higher bids for the consumer scale treatment and positive values (i.e., above the baseline) contained higher bids for the SOAV treatment.
The vast majority of paired bids (69 of the 84 bids) did not differentiate their WTP as a function of the timber payment method. All 15 tracts had at least one bidder that did not differentiate their paired bids (i.e., SOAV = consumer scale). However, the results show that bid premiums are both unidirectional (e.g., bid premium for one timber payment method on a given tract) and bidirectional (e.g., bid premium for both timber payment methods on a given tract). The unidirectional bids include the sales that had only SOAV premiums (one tract) or only consumer scale premiums (three tracts) on the paired bids. The bidirectional bids (four tracts) had at least one bid premium for SOAV and at least one bid premium for consumer scale. As the instances of bid premiums for either timber payment method are few (i.e., only 15 of the 84 paired bids) it appears that bidders seldom differentiate their bids based solely on timber payment method, and when they do, it is not necessarily unidirectional.

A paired t-test was used to test the significance of the mean difference in total bid values between the 84 consumer scale and SOAV samples (Wooldridge, 2013). The paired t-test for sample means tests the null hypothesis that there are no differences in a bidder’s WTP between the SOAV and consumer scale timber payment methods. The mean values of timber sales for the SOAV and consumer scale paired bids are $52,174 and $53,057, respectively. The paired t-test found that the difference in sample means was not statistically different from zero at $\alpha = 0.05$. Therefore, the paired bid experiment fails to reject the null hypothesis that there
are no differences between WTP for timber under the two payment methods. This finding is consistent with the results in the winning bid value model, which found that timber payment method did not influence the WTP for timber.

5. Summary and Conclusions

This study examined the impact that timber payment method has on a bidder’s WTP for timber auctioned for sale by the SLCLD. It tested the hypothesis that the timber payment method might generate different bids for timber under the assumption stumpage buyers could merchandize more timber volume on SOAV sales. This hypothesis was based on the notion that the stumpage cost of a SOAV timber sale is fixed, regardless of the volume of timber removed. Therefore, buyers of SOAV timber sales might be incentivized to utilize as much merchantable volume as possible because they don’t incur any stumpage costs once all of the appraised volume has been harvested. In contrast, consumer scale sale buyers might not utilize some material if the marginal cost of harvesting the tree (or sections thereof) exceeds the marginal revenue it will generate.

Timber payment method’s influence on stumpage price was analyzed using a hedonic price analysis and a paired bidding experiment. The hedonic price analysis found that several timber sale features significantly influenced the winning bid value per acre, including the composition of hardwood species within the timber sale, volume density (i.e., appraised cords per acre), location, whether the tract could only be harvested during the winter due to season restrictions, and the year in which the tract was sold. However, the primary variable of interest, timber payment method, was not found to influence WTP for timber in the winning bid value model. Similarly, the paired bidding experiment demonstrated that a prospective stumpage purchaser’s bid price is not significantly influenced by timber payment method. Collectively, these two analyses confirm that the timber payment method did not influence a bidder’s WTP for timber on SLCLD timber sales.

This study was the first empirical assessment of timber payment method’s influence on a buyer’s WTP for stumpage sold by a public land management organization. Its findings stand in contrast to previous studies, which found that the timber payment method produced both a premium (Flick, 1985; Maroaka and Watson, 1983) and a discount (Deckard et al. 2011) on WTP for timber. Additional research is recommended to further explore this relationship.
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Land use changes greatly impact especially forest ecosystem such as carbon sequestration, water quality, global climate, and soil conditions. Therefore, identification and simulation of land use change that occur in a given period of time is important for decision makers. Precise estimates for future land use change giving a possible change can be determined with the help of simulation models. Simulation model can help the decision makers and land use planner to sustain forest ecosystem development. A Markov chain and cellular automata (CA) models are generally used to determine transition possibilities of land use categories. In this study, we investigated the capability of Markov chain analysis and CA model to better comprehend the dynamics of forest ecosystem for case study area in south east of Turkey. Temporal land use maps derived from stand type map from 1991, 2002, and 2012 and Markov cellular automata methods (CA–Markov) were used for characterizing trends and patterns 1991–2002 and 2002–2012, and to develop predictive scenarios through 2022. With Markov chain analysis, transition matrix was calculated based on 1991 and 2002 land use map and then predicted 2012 land use map using transition matrices. Predicted and actual land use map for 2012 were validated using accuracy value. Future land use were then projected using a CA–Markov model based on the 2002 and 2012 land use map and transition matrices.

Integrated with Geographical Information System (GIS) and Cellular Automata-Markov Chain approach of land use changes has proven to be an effective way to predict future land cover. With the simulation was performed for the 2022 trends identified for possible land use change, change in the expected risk of extinction especially in the area of woodland and arable land is illustrated by numerical value. The results in the coming years land use change also shows the destruction of natural resources, the model demonstrates how to change the estimate of the spatial and land use change numerical form for the year 2022.
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1. Introduction

Land use change has become a fundamental component in monitoring environmental changes and managing natural resources sustainably and it is one of the most important driving factors of global environmental change and affecting ecological systems (Vitousek 1994; Mondal and Southworth 2010). Land use changes have impacts on forest ecosystem values and attributes including soil erosion (Sidle et al. 2006), carbon sequestration (Sivríkaya et al. 2013) greenhouse effect (Houghton 1994), water quality (Rimal 2011), biodiversity (Laurance 1999, Sivríkaya et al. 2007) and releasing atmospheric carbon dioxide contributing to the greenhouse effect (Yang et al. 2014).

Defining of land use change both quantitatively and qualitatively, understanding land use change process within the cause and effect relation and prediction of future land uses have great importance for supporting decision making process (Verburg et al. 2006; Erdoğan et al. 2011). Qualitative explanation is frequently used to provide description of how land use will change in the future and how it has been changing. Quantitative curves, tables and charts can also be used to current the percentage and trend of land use change. However, quantitative information can not characterize the spatial distribution of land use and the change process (Xin et al. 2012).

The simulation of land use change is a commonly essential for land manager and decision makers but difficult process due to constraint mechanisms and driving factors of land use change processes (Lambin et al. 2001; Xin et al. 2012). There are various methods for land use change modeling such as logistic regression modeling (Puertas et al. 2014), hybrid models (Falahatkar et al. 2011) and dynamic modeling approaches, like Markov chains and cellular automata (Mitsova et al. 2011; Xin et al. 2012). Markov chain and cellular automata are most convenient and popular models used by decision makers and researchers due to its easy combination with both the GIS and remotely sensed data, in addition to its interactive quantified and visualization outcomes. They provide information about the rates and patterns of change, and help recognizing the implications of forest ecosystem dynamics (Peterson et al., 2009; Mondal and Southworth 2010; Mitsova et al. 2011; Xin et al. 2012; Yang et al. 2014).

Markov chains model is capable of predicting land use changes from earlier period to later period and use this information for simulating land use change for future periods (Estmen 1995). A cellular automaton has been commonly preferred to simulate nonlinear forest ecosystems (Wolfram, 1984). CA-based models have a strong skill to characterize stochastic and non-linear spatial processes (Batty et al. 1997). Nowadays, CA-based cellular automata models have been used in land use change estimation (Yang et al. 2008).
The goal of our research was to investigate the potential use of an integrated Markov chain analysis and cellular automata model to better understand the dynamics of forest ecosystem for case study area in south east of Turkey and to develop simulated land use map to examine possible differences between actual and simulated land use map for 2022.

2. Methods

2.1 Study area

Andırın Forest District Enterprise (FDE), located in the Mediterranean city of Kahramanmaraş in Turkey was selected as a case study area (Figure 1). The study area lies between 253000 and 289000 East longitude and 4136000-4193000 North latitudes with respect to Universal Transverse Mercator (UTM) European 50 datum 37 zone. Andırın FDE consists of Akifiye, Andırın, Kaleboynu and Yeşilova planning units. The total area of Andırın FDE is 119,804.9 ha, whereas 81,578.6 ha of these lands are covered by forests. The dominant tree species are Pinus brutia Ten, Pinus nigra Arn., Cedrus libani A.Rich., Quercus sp., and Mediterranean maquis.

2.2 GIS data and Land use map

In this study, the last three forest stand type maps (1991, 2002 and 2012) obtained from forest management plans were used as a main source of this study. The stand type maps of 2002 and 2012 were obtained from Kahramanmaraş regional directorate of forestry as ArcGIS digital format. Stand type maps for 1991 were scanned with 600 dpi, and saved in TIFF format. They were registered as digital topographic maps with 1:25000 scale. Then, forest management maps were rectified to UTM European 50 datum 37 zone by using nearest neighbor resampling methods based on 30 well distributed ground control points.

Spatial database was developed to establish spatial forest database for monitoring and simulating land use change. The attribute data (i.e. land use class, development stage, and crown closure) associated with forest management maps were generated by digitizing rectified maps with a 1/2000 to 1/5000 screen view scale. The maximum root mean square (RMS) errors were computed as less than 5 m. Finally, the spatial database was developed by generating digital maps for each attribute data. The land use categories were identified: Forest Land (FL), Built-up Land (BL), Agricultural Land (AL) and Others (O). The description of each of the land use classes is given in Table 1.
2.3 Markov-CA model

Markov-CA model combines the theories of the Cellular Automata (CA) and Markov chain, and is generally used in estimating land use change (Sang et al., 2011; Yang et al., 2014). CA is a spatially dynamic and explicit modeling approach and having powerful experiences in simulating the spatio-temporal patterns of forest ecosystem which cannot be characterized by specific equations. Integration of Markov and cellular automata approaches has been presented to improve models describing dynamic and complex forest ecosystem patterns (Peterson et al. 2009; Mondal and Southworth, 2010).

In this study, the predicted land use map was produced using the IDRISI Selva software. The Markov module investigates two land use maps and outputs a transition areas matrix, transition potential map and simulation land use map. At first, the transition probability matrices for 2012 were estimated using Markov module based on the transitions between two former land use maps for 1991 and 2002. The CA Markov module used these transition probability matrices to forecast spatial patterns for 2012 using the 1991 land use map as the base land use map. Then we estimated predicted land use areas from the transition probability matrices generated for 1991 and 2002. Transition potential map for 2012 was generated from transition probability matrix, which is calculated using Markov Chain. Simulated and actual land use maps were compared and accuracy and validity of method were tested. Finally, simulated land use maps for 2022 were estimated based on the transitions between two former land use maps for 2002 and 2012 using the 2002 land use map as the base map. A 5x5 contiguity filter was used to define the neighborhood of each cell.

3. Results and Discussion

Using the Markov module, transition probability matrix of land use classes during 1991-2002 was listed in Table 2 and Markov probability matrix was used for simulating the transitions. Table 2 indicated that there was 4.0 percent chance that forest land class would conversion to agricultural land class and 3.0 percent chance that forest land class would transition to other during 1991–2002. In the same period, other important transition was from build-up land class to agricultural land class (43.1 percent), other class to forest land class (22.5 percent) and agricultural land class to forest land class (14.2 percent).

Land use maps were generated for the year of 1991 and 2002 (Figure 2) using transition probability matrix and areal distribution of each land use class was presented in Table 3. The results indicated that main land use class was FL class which account for 67.9% and 68.7% of the planning unit for 1991 and 2002, respectively and other main type was agricultural land.
class as 25.6% and 25.5% of the planning unit. Forested land class increased from 81329.2 ha to 82373.4 ha between 1991 and 2002, with a net increase of 1044.2 ha.

Transition probability matrices for 1991-2002 was used for forecasting spatial patterns for 2012 using the 1991 land use map as the base land use map and simulated area, actual area and difference (area and rate) were listed by categories in Table 4. At the same time, the simulated land use map in 2012 was created by using CA-Markov (Figure 2). With regard to the quantitative precision, the best forecasting class is BL class, where the actual area is 2149.6 ha, while simulated area is 2196.7 ha. Difference percent rates for BL and FL classes are mainly low at 0 and 0.5, respectively. Differences for O and AL classes are 0.9 and 1.4 respectively, little higher than that of FL and BL classes. According to results, the model is effectively to estimates area change of land use classes in the future. In terms of amount of area difference, BL, FL, O and AL classes are 47.1, 654.7, 1026.6 and 1634.2, respectively, which means that great part of land use classes in simulated map are forecasted correctly. Therefore, the CA Markov module can be used to predicting the spatial land use pattern objectively and accurately for the future.

Using 2002 and 2012 land use maps, the transition probability and area matrix were estimated and the CA Markov module then used these transition probability matrices to forecast spatial patterns for 2022 using the 2012 land use map as the base land use map (Table 5 and Figure 3). Our projections indicated that main land use class was FL class which account for 68.0% of the planning unit for 2022 and other main type was agricultural land class as 24.5% of the planning unit. The results showed that major changing happened in Other classes with a net decrease of 625.9 ha. Agricultural and forest land increased approximately 615 ha and 180 ha, respectively by the year 2022 while bare land decreased 170 ha.

4. Conclusions

The spatio-temporal dynamics of forest ecosystem in Mediterranean region of Turkey were analysed and the potential use of an integrated cellular automata model and Markov chain analysis to better understand the dynamics of forest ecosystem for case study area in south east of Turkey was tested. With Markov chain analysis, transition matrix was calculated based on 1991 and 2002 land use map and then predicted 2012 land use map using transition matrices. Predicted and actual land use map for 2012 were validated using accuracy value. Future land use were then projected using a CA–Markov model based on the 2002 or 2012 land use map and transition matrices.

The simulated land use map in 2012 was generated by using CA-Markov and compared actual land use map for 2012.e 2). According to quantitative accuracy, the best forecasting class
is BL class, where the actual area is 2149.6 ha, while simulated area is 2196.7 ha. Difference percent rates for BL and FL classes are mainly low at 0 and 0.5, respectively. According to results, the model is effectively to estimates area change of land use classes in the future. Therefore, the CA Markov module can be used to predicting the spatial land use pattern objectively and accurately for the future.

Our projections for land use map in 2022 indicated that main land use class was FL class which account for 68.0% of the planning unit for 2022 and other main type was agricultural land class as 24.5% of the planning unit.
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<table>
<thead>
<tr>
<th>Land use classes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest Land</td>
<td>Deciduous (Broadleaf) forest, needled forest, degrade high forest, degrade</td>
</tr>
<tr>
<td></td>
<td>coppice forest, productive coppice forest, mixed forest lands</td>
</tr>
<tr>
<td>Built-up Land</td>
<td>Residential, urban and rural areas</td>
</tr>
<tr>
<td>Agricultural Land</td>
<td>Agricultural area, crop fields, fallow lands and vegetable lands</td>
</tr>
<tr>
<td>Others</td>
<td>Bare soil, forest openings, waters (rivers, ponds, lakes), reservoirs, rocks</td>
</tr>
</tbody>
</table>

Table 2. Transition probability matrix of land use classes, 1991 and 2002.

<table>
<thead>
<tr>
<th></th>
<th>1991</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FL</td>
<td>BL</td>
</tr>
<tr>
<td>FL</td>
<td>0.9268</td>
<td>0.0026</td>
</tr>
<tr>
<td>BL</td>
<td>0.1161</td>
<td>0.4333</td>
</tr>
<tr>
<td>AL</td>
<td>0.1422</td>
<td>0.0353</td>
</tr>
<tr>
<td>O</td>
<td>0.2245</td>
<td>0.0009</td>
</tr>
</tbody>
</table>

Table 3. Transition area matrix of land use classes (ha), 1991 and 2002.

<table>
<thead>
<tr>
<th></th>
<th>1991</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FL</td>
<td>BL</td>
</tr>
<tr>
<td>FL</td>
<td>75667.00</td>
<td>135.42</td>
</tr>
<tr>
<td>BL</td>
<td>151.00</td>
<td>1183.09</td>
</tr>
<tr>
<td>AL</td>
<td>4046.05</td>
<td>295.27</td>
</tr>
<tr>
<td>O</td>
<td>2509.38</td>
<td>0.50</td>
</tr>
<tr>
<td>Total</td>
<td>82373.40</td>
<td>1614.28</td>
</tr>
</tbody>
</table>
Table 4. Comparison of accuracy for simulated land use and actual land use for 2012.

<table>
<thead>
<tr>
<th>Land use classes</th>
<th>Simulated area (ha)</th>
<th>Actual area (ha)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ha</td>
<td>%</td>
<td>ha</td>
</tr>
<tr>
<td>FL</td>
<td>80600.5</td>
<td>67.3</td>
<td>81255.2</td>
</tr>
<tr>
<td>BL</td>
<td>2196.7</td>
<td>1.8</td>
<td>2149.6</td>
</tr>
<tr>
<td>AL</td>
<td>30411</td>
<td>25.4</td>
<td>28776.8</td>
</tr>
<tr>
<td>O</td>
<td>6596.7</td>
<td>5.5</td>
<td>7623.3</td>
</tr>
<tr>
<td>TOTAL</td>
<td>119804.9</td>
<td>100.0</td>
<td>119804.9</td>
</tr>
</tbody>
</table>

Table 5. Comparison of accuracy for actual land use for 2012 and simulated land use for 2022.

<table>
<thead>
<tr>
<th>Land use classes</th>
<th>Actual area (ha) 2012</th>
<th>Simulated Area (ha) 2022</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ha</td>
<td>%</td>
<td>ha</td>
</tr>
<tr>
<td>FL</td>
<td>81255.2</td>
<td>67.8</td>
<td>81435.8</td>
</tr>
<tr>
<td>BL</td>
<td>2149.6</td>
<td>1.8</td>
<td>1979.4</td>
</tr>
<tr>
<td>AL</td>
<td>28776.8</td>
<td>24.0</td>
<td>29392.3</td>
</tr>
<tr>
<td>O</td>
<td>7623.3</td>
<td>6.4</td>
<td>6997.4</td>
</tr>
<tr>
<td>TOTAL</td>
<td>119804.9</td>
<td>100.0</td>
<td>119804.9</td>
</tr>
</tbody>
</table>
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Figure 1. Map of the study area showing the locations of Andırın FDE
Figure 2. Actual land use map a) 1992, b) 2001, c) 2012, d) Simulated land use map in 2012 by CA-Markov
Figure 3. a) Actual land use map in 2012 b) Simulated land use map in 2022 by CA-Markov
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To support the biomass supply model for a regional forest residue to aviation fuel project (NARA), we evaluated the spatial distribution of biomass by harvesting system and estimated distance to road. The NARA project is a USDA funded project with the objective of evaluating a supply chain from forest biomass to aviation fuel production. The base resource data are FIA plots. To improve our understanding of the topography, likely harvest system, and distribution of forest residues we developed a GIS-based model. We present a methodology based on the processing of vector and raster data that can be used at the regional level. Regional data (digital elevation models, road networks, ownership, landcover) was collected from the primary federal and state agencies. Digital elevation models were processed to estimate the amount of forested land that could be suitable for either ground-based or cable equipment. We then combined the harvest system overlay with the road system. In cable terrain, residues were assumed to be at roadside. For ground-based systems we assumed part of the residues is generated at roadside landings and part was generated in the field at different distances from the road. The results from the analysis will be used to characterize the biomass collection and comminution costs for biomass generated in the vicinity of each FIA plot. Validation of the GIS processing is done by comparing model results with the harvest unit layers on the state of Oregon forests.

**Key-words:** Biomass, spatial analysis, harvesting systems.

1. Background | Introduction
The Northwest Advanced Renewable Alliance’s mission is to provide economically viable and socially acceptable regional solutions to support the creation of forest residuals to bio-jet industry in the Pacific Northwest (NARA 2015). A critical element of this mission is to properly identify and evaluate the forest residuals supply chain which includes the extraction, transportation and comminution of forest residuals along with processing and other auxiliary activities required to sustainably produce bio-jet fuel at scale. A main objective in the NARA project is to accurately estimate supply chain costs by developing economic modeling protocols in an effort to better utilize existing resources and site locations for future infrastructure placement.

**Supply Chain Cost Structure**

Feedstock costs (Phase #1) include collection, transportation and grinding of residuals prior to production facility processing. These costs account for roughly 33% of the total supply chain operational expenses (OPEX) while Phase #2 costs (pretreatment, processing at the mill and distribution costs) account for nearly 67% (Wolcott 2013). This paper will limit discussion to the operational feedstock supply chain cost structure within the NARA economic modeling framework. In particular, we will highlight the collection cost structure, its current estimation methodology and importance while suggesting ways to refine model inputs and incorporate spatial data. Figure 1 illustrates the typical regional residual supply chain structure.

![Collection System Utilization](image)

**Collection System Utilization**

Two main harvesting systems (ground-based and cable-based) are used for most logging operations in Pacific Northwest forests. Ground-based systems (typically shovel logging) are
generally utilized when slopes are less than around 30% for safe productive work (Conway 1976, MacDonald 1999). Cable-based systems are generally employed on steeper slopes. As a general principle, ground-based systems are more cost effective solution if conditions are suitable (Lousier 1990, Jarmer et al. 1992).

When utilizing cable systems, the residuals are primarily located at a landing site adjacent to roadside and thus readily accessible. Alternatively, ground-based logging systems such as shovel logging typically disperse a larger volume of residuals in the field with a smaller fraction located at roadside. Usually residues are not moved directly to roadside, but are moved to discrete landings along the roads for comminution. This is important as the distance to roadside is the primary collection cost driver and subsequent barrier to sustainable utilization. Studies suggest that residuals which are piled and within 150 feet of roadside cost roughly $5-10/ BDT compared to $20-30/ BDT for material that is further from roadside (Zamora and Sessions 2015). Subsequently, collection costs can vary by a factor of six, ultimately varying overall feedstock costs by up to 25%; accounting for nearly 10% of the entire operational supply chain cost structure.

For ground-based harvesting systems two distance bands are the most logical for evaluation, the area within 300 feet of a road, and the area outside of 300 feet. If residues are to be transported less than 300 feet, the least expensive method is by excavator. For harvest units with residue collection distances greater than 300 feet adding one or more forwarders loaded by an excavator can be more economical if the equipment is available.

2. Problem Description

The NARA biomass supply model relies on the Forest Inventory and Analysis (FIA) database for the description of forest characteristics. In order to project when and where forest biomass residues will be created the NARA biomass supply model simulates commercial timber harvest to meet regional product demands using a variant of the Timber Assessment Market Model developed by Adam and Haynes (1980). The NARA biomass supply model allocates the volume of commercial timber harvest that will occur at each plot center in each time period considering timber characteristics, logging costs, and transport distances. In the NARA biomass supply model forest harvest residues are a byproduct of the timber harvest, they do not drive it. To develop the supply, the quantity of biomass and cost of delivered biomass must be calculated. Currently the NARA biomass supply model assumes all forest harvest residues at a plot point are available on truck at the same average cost. This method does not incorporate any spatial information of the site which will greatly impact residual accessibility, harvesting
method and thus projected collection costs and volumes. The objective of this paper is to develop a methodology that can be used to refine the average cost of getting forest biomass to roadside.

**Project Objective and Outputs**

From a modeling perspective we need to answer the following key questions: What harvest method is likely to be used at a specific location? How many acres of forested land within state and private ownership classes are in close proximity to existing roads? How much and where is the area available for near term harvesting on a per FIA plot basis?

The specific goal of this project is to classify state and private forest land that is likely to be harvested within the next 25-35 years (i.e., not recently harvested) and falls into one of the following four categories: cable-based, ground-based within 150 feet of road, ground-based between 150 and 300 ft of a road, and ground-based beyond 300 ft of a road. Our contribution is to develop a methodology for incorporating spatial data to further refine the collection costs input to NARA’s supply chain economic model. The information provided will be customized to meet these input requirements. We discuss how the model is applied (via point and sample dataset) in western Oregon and will be extended over the entire NARA region. We also present how the model compares to Oregon Department of Forestry (ODF) historical harvest data while exploring its limitations and overall implications to the NARA cost model.

**3. Model Description**

**Methods**

In order to solve this problem, ArcGIS 10 geospatial software and the Python programming language were utilized to manipulate and automate data processing (ESRI 2015). Key input data included: FIA point locations (USFS), Regional Road Networks (State), Digital Elevation Models (USGS DEMs), Protected Areas Data (USGS) and Global Forest Change (2000-2013) mapping data (Hansen et al. 2013a). The process was broken up into distinct phases including 1) pre-filtering the data, 2) spatial processing and discretizing, 3) road data processing and 4) land cover change analysis designed to answer the key questions related to estimating the underlying harvesting method, land type, road offset and land availability questions.

The general methodology is based on sampling a 1250ac area around the FIA point location, subdividing this acreage into 50ac subplots which were then analyzed to estimate a harvesting method and subsequent residual collection criteria related to road offset distance.
and area availability (Figure 2). Each subplot was then assigned an estimated harvest unit type which became the basis for the analysis.

![Figure 2. Conceptual model of land area discretizing (rasterizing)](image)

**Pre-Filtering Data**

In this project, residuals are assumed to be solely a by-product of commercial logging operations. As such, the NARA project is primarily interested in productive sites from state and private land ownership classes rather than federal sites where production is limited. Only forested state and private FIA points were selected for analysis.

**Spatial Processing**

Once the FIA points were filtered, the point data was then used in conjunction with state specific DEM data to create a square buffer/DEM raster around the point encompassing 1250 acres. The FIA DEM raster file was used as the input file for the slope function which output the percent slope at each point within the dataset. This raster file was then reclassified into two segments depending on the percent slope (<30%, >30%). This reclassified raster dataset was then split (discretized) into twenty-five 50 acre subplots. The 25 individual raster files where then reclassified again in accordance to their percentage of either likely ground-based systems (<30%) or cable-based systems (>30%) based on area majority. At this point the land is effectively reclassified in accordance with harvesting method with discrete raster and shape files for each of the 50 acre subplots.

**Road Data Processing**

Once the individualized 50 acre subplot data was generated, road data is imported into the system and manipulated with a similar process being utilized to separate the data into the desired 1250ac units (namely data masking). The plot level shapefiles were then buffered with a 300 ft offset to determine approximate area available adjacent to the roadway. Finally, only the
ground-based system plots were then compared to the road offset shapefiles to determine approximate areas within the 300 ft buffer.

**Land Cover Change Processing**

In order to get a more accurate assessment of the overall land available for harvest in the near term, land that was recently harvested was removed. The Global Forest Change dataset (Forest Cover Loss Layer) was utilized as a supplemental data layer. Similar to the other processing features, this dataset was sub-sampled and matched at the subplot level and then combined with harvesting system data. This allowed us to determine land area available for future harvests within each harvest class.

**4. Application and Results**

**Study Area**

We applied and compared the model results to actual harvest units in Oregon with data provided by the Oregon Department of Forestry (ODF). This was done to modify and compare this method before extrapolation to the entire NARA region. Below, we illustrate the methodology as applied to 1) a single FIA plot and 2) a series of 39 FIA plot locations in the Astoria region of northwest Oregon for comparison. It is important to note that this methodology is to be preformed for all the plots in the entire NARA region which includes Oregon, Washington, Montana and Idaho to standardize economic model inputs.

**State Forest Comparison – Single Plot Example**

For illustrative purposes and to provide an example of the actual output to be delivered to NARA, the analysis was applied to a single FIA plot (Figure 3) located in northwest Oregon (45° 24’ 3.19”N, -123° 33’ 18.84”W).
Figure 3. Example of proposed methodology: FIA plot location, point envelope, Google Earth aerial imagery, slope manipulation, reclassification and discretization, road system 300 ft offset buffer overlay.

It is important to note that on a per-plot basis the individual results will vary. ODF harvest units are predefined, irregular and tailored towards the site terrain and local logistics beforehand, while the model is a blanket interpretation of the area cut into pre-defined segments based on slope. While the results on a per-plot-basis are highly variable it is anticipated that from a system-wide view the method provides a realistic representation.

When reviewing a single plot we can also qualitatively see the efficacy of the land available and harvesting unit approximations. When viewing the land from an aerial perspective, we see a clear correlation of land available for harvest from the ground cover change layer when compared to actual aerial imagery (Figure 4). Additionally, we see that (in this case) the model harvest unit does a good job at approximating ground-based systems as the dominant area (middle of the unit, Figure 4). Overall, for this point, the model over-predicted ground-based operations by roughly 8% (Table 1). An over-prediction like this would provide a more conservative approximation of accessible residuals in the sense that a fraction of ground-based residues are not at roadside and must be collected as opposed to residues from cable-based harvesting systems at roadside. The NARA input is the percent of the private or state forested land within the 1250 acre sample that has not recently been harvested and falls into one of the following four categories: 1) cable-based, 2) ground-based within 150 ft of road, 3) ground-based between 150 and 300 ft of a road, and 4) ground-based beyond 300 ft of a road (Table 1). NARA would apply those land area percentages as part of the biomass cost estimation process.
Table 1. Example Comparison of ODF vs. Model projections for a single 1250ac Plot (45° 24’ 3.19”N, -123° 33’ 18.84”W). Model NARA Input File generated based on available land area only.

<table>
<thead>
<tr>
<th>System Availability Area</th>
<th>ODF Total</th>
<th>Model Total</th>
<th>NARA Input (Of Available)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground-Based Systems</td>
<td>8%</td>
<td>16.00%</td>
<td></td>
</tr>
<tr>
<td>Cable-Based Systems</td>
<td>92%</td>
<td>84.00%</td>
<td></td>
</tr>
<tr>
<td>Ground-Based Available</td>
<td>50.99%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cable-Based Available</td>
<td>65.87%</td>
<td>87.15%</td>
<td></td>
</tr>
<tr>
<td>% Available Overall</td>
<td>63.49%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground-Based 150 ft Offset</td>
<td>20.72%</td>
<td>2.66%</td>
<td></td>
</tr>
<tr>
<td>Ground-Based 300 ft Offset</td>
<td>41.43%</td>
<td>2.66%</td>
<td></td>
</tr>
<tr>
<td>Ground-Based Other</td>
<td>100.00%</td>
<td>7.53%</td>
<td></td>
</tr>
</tbody>
</table>

State Forest Comparison

The methodology was compared to 39 FIA plot locations which represented approximately 48,750 acres (Figure 5). With this data, we compared and analyzed the overall harvesting system allocation by overall area as well as review information from a per-plot-basis. We can see that, similar to the single plot example, the composite data compares favorably with the ODF data where cable-based system area was underestimated by 0.59% and ground-based systems area overestimated by 5.86% (Table 2). When reviewing the ODF harvest unit data compared to the model on a per-plot basis we see that the average overestimation towards ground-based system is roughly 6% with a standard deviation of about 25% (Figure 6).
Table 2. Comparison of ODF vs. Model projections for 39 points where data is available.

<table>
<thead>
<tr>
<th></th>
<th>ODF</th>
<th>MODEL</th>
<th>DIFFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground-Based Systems</td>
<td>25.42%</td>
<td>31.28%</td>
<td>5.86%</td>
</tr>
<tr>
<td>Cable-Based Systems</td>
<td>69.31%</td>
<td>68.72%</td>
<td>-0.59%</td>
</tr>
<tr>
<td>Helicopter</td>
<td>5.27%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6. Comparison of ODF and modeled harvesting systems for the 39 FIA plots (1250ac area each) based on % difference of model predicted ground-based area. Data normalized to exclude helicopter and non-harvest areas.

It is likely the model over-predicts ground-based systems due to broader terrain characteristics that favor cable-based operations (i.e. raised road system along a ridge adjacent to milder slopes). Conversely, the model may under-predict due to its inability to capture situations where ground-based systems are used to harvest easily accessible timber near roads to supplement the cable operation.

5. Conclusions

This methodology provides a framework for estimating residual accessibility on a landscape scale. Overall, this method provides a simple, logical framework for estimating operating harvest system and associated landscape harvest residue accessibility and distance from roadside characteristics on a spatial scale; an improvement over the current method.
Limitations | Sensitivity

This method employs a simple discretization technique that cannot characterize all the dimensions of an actual harvest unit such as size, placement, method, road logistics or a combination of methods in a specific area. The logic in our simplified method uses assumptions of harvest unit size, harvest system selection, and harvest system homogeneity within the harvest unit. We discuss the sensitivity of these assumptions below.

FIA Unit Plot Centroid/ Layout Design

In this study, the plots were assumed to be simple squares surrounding the projected FIA plot centroid. In reality, FIA plots are not delineated in this fashion, with the point reflecting the centroid of a spherical area. Additionally, since the FIA point placements are ‘fuzzed’ to begin with, the actual area (and thus residual quantities) are only approximate.

FIA Unit Plot (1250ac)

For analysis purposes, we chose a 1250ac plot to be representative of the FIA area. This design was primarily chosen due to overlapping areas (with larger plots), irregular point placement and to standardize the size. In reality, an FIA plot typically represents a 6000ac area (though there are plot variants). We assume this sample to be characteristic of the broader area.

Harvest Unit Size (50ac)

We assume a 50 acre harvest unit subplot throughout the study as this correlates well with the Pacific Northwest practices, industry norms and the data obtained from our ODF sample. In our 39 plot sample we see a harvest unit average of 52 acres. However, a standard deviation of 27 acres with the overall range in excess of 100 acres illustrates the highly variable nature of the data. Additional sensitivity analysis by varying harvest unit size showed best results when using a 50 acre model harvest unit size (Table 3).
Table 3. Comparison of ODF vs. Model projections for 39 points. Percent difference of ground-based systems compared to observed (normalized for no helicopter or other system utilization) when varying individual harvest unit size (25ac, 50ac, 140ac).

<table>
<thead>
<tr>
<th></th>
<th>25ac Model</th>
<th>50ac Model</th>
<th>140ac Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVG % Difference</td>
<td>7.41%</td>
<td>6.25%</td>
<td>7.16%</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>23.60%</td>
<td>25.17%</td>
<td>27.83%</td>
</tr>
</tbody>
</table>

Harvest Method Slope Indicator (30%)

In order to identify the harvesting system, we used a 30% cutoff to differentiate ground-based systems (<30%) and cable-based systems (>30%) based following classifications used by Conway (1976), Dykstra (1997), and MacDonald (1999). While this is the often used, there has been a trend toward using ground-based equipment on steeper slopes. Additional sensitivity analysis showed that this variable (as expected) was particularly sensitive to estimated system choice with 30% being a fairly accurate representation.

Table 4. Comparison of ODF vs. Model projections for 39 points (normalized for no helicopter or other system utilization) when varying the harvest slope indicator (20%, 30%, 40%).

<table>
<thead>
<tr>
<th></th>
<th>ODF Values</th>
<th>20% Model</th>
<th>30% Model</th>
<th>40% Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground-Based Systems</td>
<td>25%</td>
<td>16%</td>
<td>31%</td>
<td>51%</td>
</tr>
<tr>
<td>Cable-Based Systems</td>
<td>69%</td>
<td>84%</td>
<td>69%</td>
<td>49%</td>
</tr>
<tr>
<td>Helicopter / Other</td>
<td>5%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Harvest Unit System Cutoff (50%)

In conjunction with the slope indicator, we used a simple slope majority rule to denote likely harvesting method. While this will likely explain many logging practices employed, it will not account for combinations of harvest systems used within any given harvest unit. From the 39 ODF plots, we saw that nearly 48% of all actual harvest units used a combination of harvest systems with an average of 30% difference between ground and cable-based logging systems.

Temporary Roads
We used regional road network data. Temporary dry season spur roads, not on the regional road network data, would shorten collection distances on ground-based units. To the extent that these occur, the method here would underestimate the area close to roadside.

6. Future Work

This paper presents a simple, logical technique to estimate the spatial area that can contribute to harvest residual extraction. The model is designed to provide input percent areas to the NARA economic model in an effort to further refine the estimated collection costs portion of this model. This study shows that this technique can be employed (with clear limitations) in order to further refine this model and clarify harvest residual accessibility within the region. Future work to enhance this model could focus on three areas. First, it is thought that the largest source of error is related to harvest unit configuration. In order to improve the process, more sophisticated rules could be developed to reconfigure the harvest units to follow watershed boundaries, topographic contours and roadways. Second, additional data such as soil stability, vegetation type, riparian areas and other sensitive areas could be added to better approximate land available, systems constraints and subsequent residual locations. Third, it would be beneficial to have a greater number of comparison zones (points) in a variety of conditions and States to further refine and test key assumptions regarding slope delineation, harvest unit system cutoff and harvest unit size.
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Advancements in conversion technologies for woody biomass coupled with the need for large scale restoration treatments in forests prone to wildfire, insect and disease outbreaks have resulted in a global interest to use forest treatment residues for bioenergy production and other bio-based products. A forest biomass supply chain relies heavily on the capacity to accurately and efficiently estimate residue volumes. Allometric equations are commonly used to predict residue volumes available for use in bioenergy enterprises, however estimates can vary drastically from the observed quantities depending on operational configuration, terrain, silviculture, and pre and post-treatment stand characteristics. An alternative method is to measure residue piles directly by surveying pile dimensions and assuming a geometric shape and bulk density to infer volume and weight. However, this becomes increasingly difficult when residue piles are large and contain both tops and limbs and large cull components. We propose a method to efficiently estimate piled residue volumes by using a low-cost camera mounted on an unmanned aerial system. Residue piles are surveyed by capturing a series of photographs from multiple perspectives then reconstructing the images to produce a high density 3D point cloud. The point cloud is used to create 3D surface models of the residue piles. This method can be used to efficiently estimate the volume of residue piles that are large, small, clustered and/or dispersed across a treatment unit.

Keywords: forest biomass, treatment residue, volume estimation, structure from motion

1. Introduction

Broad areas of damaged and dead forests from insect infestations and wildfire in the western U.S. have increased the availability of forest biomass for use in bioenergy and other bio-based markets. Generally, available feedstock for biomass markets consists of tops and limbs and other components of harvested trees that do not compete with the sawlog or pulp
industry. These residues are operationally prohibitive due to low bulk density and, in some cases, their dispersion across the treatment unit. However, the onset of broad-scale natural disturbances in recent years, namely mountain pine beetle, and active management in these areas to restore healthy ecosystems has dramatically changed the physical characteristics and economic potential of forest residues in biomass markets. Residue piles produced from harvesting operations in beetle-killed forest often contain large cull components and piles are commonly large in size because less merchantable material is available for use in conventional timber markets. These characteristics warrant alternative methods to estimate pile volume since traditional approaches become inferior as piles increase in size and variability of piece size.

Accurate measurement of residue piles is an important step in a forest biomass supply chain to establish a contract between the buyer and seller, estimate handling and processing costs, and ensure that appropriate and efficient extraction methods are used. For the purpose of feedstock in bioenergy production, piled residues are generally expressed in units of mass to account for the density, or packing ratio (PR), and the moisture content of the material in the pile. Mass estimates of piled residues are subject to multiple sources of uncertainty since mass calculations hinge on volume, PR, and moisture content estimates. A common method for estimating the weight of residue piles is presented by Hardy (1996). This ground-based approach requires the selection of a geometric function that best describes the shape of the pile to estimate volume. Guidelines are also provided for determining the PR and moisture content. Few studies have been successful in identifying alternative methods to reduce sources of uncertainty in pile mass estimation. Trofymow et al. (2013) used aerial LIDAR to provide realistic, irregular volume models for piled slash. Although PR and moisture content measurements were still performed manually, the authors found significant improvements over conventional methods for estimating pile volume. One caveat of this approach is the use of expensive equipment to acquire the volume models. LIDAR applications currently may not be an appropriate means of estimating forest residue due to narrow profit margins in forest biomass markets. To circumvent the high cost of LIDAR instrumentation and flight, Long and Boston (2013) propose an alternative ground-based method for estimating pile volume using a laser range finder to construct irregular volume models. Although this approach is more time consuming than other ground-based methods, volume estimates showed superiority over geometric models and demonstrated strong correlations with volume estimates via terrestrial LIDAR scans.

This study presents an alternative method to estimate pile volume that we feel is superior over previously presented methods when considering accuracy and costs. A low-cost
camera mounted on an unmanned aerial system (UAS) is used to capture a series of digital photographs of residue piles from multiple perspectives. The photographs are reconstructed using the structure from motion algorithm to create three dimensional surface models that accurately represent the complex shapes of the piles. Multiple techniques are used to estimate the volume of the surface models and values are compared to ground-based geometric volume estimates previously conducted on the study site. The purpose of this study is to explore techniques to improve the accuracy of volume estimates. Other sources of uncertainty, such as PR and moisture content were not considered in this study. Values from the previously conducted survey are simply used to test for significant difference between the surveying techniques, not to validate the presented methodology.

2. Methods

Study Site

The study site included a subset of a recent harvest in the central Rocky Mountains near Fraser, Colorado (Figure 1). The area had previously experienced a mountain pine beetle infestation and the majority of the growing stock had died since the attack. The harvest prescription targeted beetle-killed trees that still had merchantable volume and non-merchantable material was piled on small landings scattered throughout the unit. The entire harvest unit included 78 piles scattered across the area. Many piles were clustered around the landings and few were isolated between clusters. The surveyed area included 2 clusters of slash piles each with 6 residue piles in the western region of the harvest unit.
Flight characteristics and instrumentation

Aerial imagery was taken at each site for the purpose of conducting photogrammetry. Flights were carried out with a tethered UAS equipped with a gimbal stabilized color digital camera. The UAS selected was the Matrix which is an electric powered quad rotor developed by TurboAce. The Matrix weighs 6.8 kg when equipped with a 16 amp battery and the camera. The UAS configuration has an operational endurance of 20 - 30 minutes depending on temperature and air density. The Aerial Information Systems Lab at Oregon State University College of Forestry outfitted the Matrix with a 3D Robotics Pixhawk for autonomous flight control and waypoint navigation. We equipped the Matrix with a Sony NEX 5T mirrorless 16 megapixel
camera and a 20 mm lens. The NEX was chosen because it has a relatively large sensor (23.4 x 15.6 mm) for its 10.1 oz camera body. The Sony SEL20F28 20 mm is a lightweight (69g) lens that provides a wide footprint with minor barrel distortion. Image footprint at 62m above ground level (AGL) is 72.5m x 48.4m.

Camera focus was manually established by focusing on a tree > 40 m away to ensure proper focus at operating altitude. White balance calibration to a 15% gray card was used to ensure proper color balancing for visual interpretation. The camera was set to shutter priority mode with a 1 ms shutter speed. Automatic triggering of the shutter was facilitated by a one second intervalometer that is part of Sony’s Time Lapse application.

Ground control was established with five 1.2 x 1.2 m iron cross aerial targets. Targets were placed at four arbitrarily defined corners on the site extent with the fifth target placed in the center. Targets were georeferenced with a Trimble GeoExplorer 6000 XH GPS. Code and carrier corrections were performed in Trimble Pathfinder Office using the nearest continuously operating reference station (CORS). Resulting georeferencing uncertainty was reported as < 10 cm.

<table>
<thead>
<tr>
<th>Site</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear distance flown (m)</td>
<td>522</td>
<td>648</td>
</tr>
<tr>
<td>Velocity (m/s)</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Sidelap (%)</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Imaging interval (s)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Site elevation (m ASL)</td>
<td>2691</td>
<td>2691</td>
</tr>
<tr>
<td>Fight altitude (m AGL)</td>
<td>62</td>
<td>62</td>
</tr>
<tr>
<td>Flight direction</td>
<td>NW to SE</td>
<td>ENE to WSW</td>
</tr>
<tr>
<td>Easting registration error (m)</td>
<td>0.0434</td>
<td>0.114</td>
</tr>
<tr>
<td>Northing registration error (m)</td>
<td>0.179</td>
<td>0.2216</td>
</tr>
<tr>
<td>Height registration error (m)</td>
<td>0.15</td>
<td>0.06</td>
</tr>
</tbody>
</table>

**Image processing**

Images from each site were aggregated and processed independently in Agisoft PhotoScan ver. 1.15 to produce a 2 dimensional orthomosaic and a 3 dimensional photogrammetric surface model. Take off and landing photos were filtered out manually to reduce processing time. A lens distortion correction model was created in Agisoft Lens ver. 0.4.0 by taking 100 photos of a white and black checkerboard grid using the same camera and settings established for the flight. Images from the flight were loaded into Photoscan and the lens distortion model
applied. An initial alignment was produced using “high accuracy and “generic” settings. Aligned images were examined for high projection errors and roll and pitch values > 10 degrees. No images required realignment or removal. Ground control points (GCPs) were identified and the coarse surface was aligned to the GCPs. The surface was then reprojected from GCP WGS84 latitudes and longitudes to WGS84 UTM 13 N projected eastings and northings. Lastly, a dense point cloud constructed from the surface.
Figure 2: Site 1 Orthomosaic - Orthorectified, georeferenced image of six piles at Site 1.
3D surface meshes were created from the dense clouds of each site. We isolated the sites and generated two triangulated surface models with 1 million (1000k) and 200,000 (200k) faces, respectively. Comparison of volume estimates between two mesh sizes examines the influence of mesh density on volume. Mesh surfaces underwent a gap filling routine to ensure surfaces were unbroken to preventing infinite volume calculations. Piles were individually selected and volumes measured in Photoscan and in MeshMixer ver. 2.0 at both mesh sizes. This process was repeated five times and the results averaged to minimize the influence of operator induced measurement error caused by manual pile delineation. Volume estimation in two software packages was intended to examine the presence of software influence on estimates.
Statistical analysis

Paired t-test was selected for objective comparison of significant difference between estimated volume and geometrically calculated volume (GCV) by site. Significance was established at the 0.05 level. Additional paired t-test tested for significant difference between Agisoft and MeshMixer volume estimates as well as comparison of volume estimates between 1000k and 200k mesh densities. Pile volume comparisons are within site only because sites experience differences in sun angle, flight properties and snow depth. As such the data set is split into two sets of n = 6 rather than a single group of n = 12 observations.

3. Results

Estimated pile volumes derived from the Photoscan 1000k face surface model at Site 1 ranged between 54 m³ and 573 m³. GCV measured volumes range between 96 m³ and 1288 m³. The estimates for Site 2 piles more closely matched the GCV calculated volumes with ranges from 218 - 510 m³ and 238 - 364 m³, respectively (Table 2).

Table 2: Pile volume photo estimates vs GCV measured volumes by site and pile. Photo volume is the average individual pile volume calculated in Photoscan based on the 1000k face triangulated mesh.

<table>
<thead>
<tr>
<th>Pile</th>
<th>GCV volume (m³)</th>
<th>Photo volume (m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>96.3</td>
<td>54.4</td>
</tr>
<tr>
<td>1-2</td>
<td>326.2</td>
<td>224.0</td>
</tr>
<tr>
<td>1-3</td>
<td>424.1</td>
<td>429.3</td>
</tr>
<tr>
<td>1-4</td>
<td>448.5</td>
<td>337.5</td>
</tr>
<tr>
<td>1-5</td>
<td>502.5</td>
<td>397.9</td>
</tr>
<tr>
<td>1-6</td>
<td>1288.4</td>
<td>573.2</td>
</tr>
<tr>
<td>2-1</td>
<td>217.5</td>
<td>238.0</td>
</tr>
<tr>
<td>2-2</td>
<td>231.9</td>
<td>288.9</td>
</tr>
<tr>
<td>2-3</td>
<td>295.6</td>
<td>284.0</td>
</tr>
<tr>
<td>2-4</td>
<td>299.0</td>
<td>225.1</td>
</tr>
<tr>
<td>2-5</td>
<td>447.3</td>
<td>420.9</td>
</tr>
<tr>
<td>2-6</td>
<td>509.7</td>
<td>364.2</td>
</tr>
</tbody>
</table>

The results of the paired t-test comparing photo volume estimates to GCV measurements, volume estimates between 1000k and 200k meshes and estimates between Photoscan and Meshmixer appear in Table 3. P-values are the result of a paired t-test at
0.05 significance with 5 degrees of freedom. Comparisons are by site and subject. The first four compare different mesh sizes and volume measuring software to GCV measurements of volume. The last four test for differences between software and between mesh sizes. R2 values are Pearson correlation coefficients testing the linearity between the two datasets. Several comparisons (bold) show moderate to strong evidence of between significantly different from one another with p-values < 0.073. However, with such low degrees of freedom the sensitivity of the test is low.

All comparisons show strong linear correlations to one another with the lowest correlations occurring in the comparison between model estimates and the validation set with R2 of 0.602 - 0.797. Unsurprisingly, between model comparisons all have correlations greater than 0.9.

Table 3: Abbreviations are as follows: GCV = geometrically calculated volume estimates, pscan = Photoscan software, meshmix = MeshMixer software, 1000k is the 1 million face triangulated mesh and the 200k is the 200,000 face triangulated mesh.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Site 1 P-value</th>
<th>Site 1 R²</th>
<th>Site 2 P-value</th>
<th>Site 2 R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>pscan1000k vs GCV</td>
<td>0.163</td>
<td>0.777</td>
<td>0.353</td>
<td>0.718</td>
</tr>
<tr>
<td>pscan200k vs GCV</td>
<td>0.148</td>
<td>0.648</td>
<td>0.193</td>
<td>0.656</td>
</tr>
<tr>
<td>meshmix1000k vs GCV</td>
<td>0.125</td>
<td>0.743</td>
<td>0.054</td>
<td>0.667</td>
</tr>
<tr>
<td>meshmix200k vs GCV</td>
<td>0.132</td>
<td>0.797</td>
<td>0.073</td>
<td>0.602</td>
</tr>
<tr>
<td>pscan1000k vs meshmix1000k</td>
<td>0.003</td>
<td>0.998</td>
<td>0.024</td>
<td>0.9204</td>
</tr>
<tr>
<td>pscan200k vs meshmix200k</td>
<td>0.066</td>
<td>0.972</td>
<td>0.001</td>
<td>0.9946</td>
</tr>
<tr>
<td>pscan1000k vs pscan 200k</td>
<td>0.777</td>
<td>0.996</td>
<td>0.120</td>
<td>0.9427</td>
</tr>
<tr>
<td>meshmix1000k vs meshmix200k</td>
<td>0.223</td>
<td>0.978</td>
<td>0.918</td>
<td>0.9928</td>
</tr>
</tbody>
</table>

4. Discussion

Volumetric estimate accuracy is dependent, at least, partially upon software and the complexity of the surface model. Triangulated surface models suffer from a significant caveat, which is, it must be mathematically correct. This prevents the model from being true 3D in the same manner of a point cloud. Multiple Z or height values are not possible for a single x,y or
horizontal position. This increases the likelihood of volume over estimation in places where logs ends are suspended beyond the edge of the primary mass of the pile. Another factor that may have prevented accurate photogrammetric reconstructed piles was the presence of snow on and around the piles. The varied height and homogeneous texture of the snow on site reduced the certainty at which the structure from motion algorithm can identify matching key features.

There is enough evidence of similarity to the GCV data to warrant further investigation. Future studies should expand to include a statistically significant number of piles (20+) and use an established validation method (Long and Boston 2014). Furthermore, the effects of model detail and the processing software should not be underestimated. Despite the engineering and regulatory complexities, the operational efficiency gains from using an UAS for volumetric analysis are impossible to ignore. A properly equipped UAS carrying a camera similar to the one used in this study could fly 640 acres of piles from an altitude of 122 m above ground level in just 2.5 hours at a velocity of 10 m/s. The efficiency advantage of employing a UAS is retained by only requiring four ground control points (GCPs) if the flight is properly planned.

5. Conclusion

The methods presented in this study provide a fast and efficient approach to estimating slash pile volume. We expect the volume models created by the structure from motion algorithm will demonstrate strong agreement with LIDAR produced volume models without the added costs of expensive LIDAR sensors. However, these models will need to be validated against LIDAR derived models in future studies. This approach also has many advantages over ground-based methods via reduced survey time and the creation of complex shapes to accurately describe residue piles.

The objective of this study was to reduce sources of uncertainty in residue estimation by improving volume estimation. Other sources of uncertainty remain and are not addressed in this study. PR and moisture content estimates still need to be obtained by visiting and manually evaluating each residue pile. Nonetheless, the presented methodology can be integrated with the forest biomass supply chain to improve residue estimation and ensure appropriate processing and handling configurations at relatively low costs.
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5A properly equipped UAS would have an on board dual frequency differential global navigation satellite system (GNSS) aided inertial navigation system (INS).

6A properly planned mission ensures at least 70% image overlap and sidelap. Only four corner GCPs are necessary if the area is rectangular and cross tracks are flown on the ends of the flight lines (Boguslaw, 2006).
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Arrival of the fire truck and ground team into the forest fire area in the shortest time period possible is very crucial in order to effectively fight with forest fires in time. In this study, GIS (Geographical Information System) based system has been developed to decide the route which minimizes the arrival time to the forest fire areas. The study area was city of Erbil, located in the north of Iraq. In the study area, there are nine fire stations for firefighting teams. In this study, firstly, the road network, locations of the headquarters, and possible fire locations were digitized by using ArcGIS 10.0 software. Then, network database were generated based on the digitized data by using Arc Catalog module. Finally, the optimum route, providing the fastest transportation from fire stations to possible fire areas, was determined by using Network Analyst working under Arc Map module. Also, the areas that can be reached by firefighting teams in critical response time were determined. It was found that six of these fires were not accessible by the teams within the critical response time. Thus, only four of the potential fire areas were reached within the critical response time. These results indicated that new fire stations should be established in the study area to provide sufficient firefighting response to all forested lands. Besides, new fire access roads and increasing the design speed on current roads should be considered to increase firefighting response capabilities.

**Keyword:** forest road network, network analysis, shortest path, GIS, fire protection

1. Introduction

Forest resources are subject to many risk factors such as illegal land use changes, illegal harvesting of trees and wild forest fires (Ertugrul, 2005). Wildfires seriously damage forest resources, threaten sustainability of forest resources, which leads to biological and ecological impacts on forest ecosystem (Bilici, 2009). Besides, forest fires are important sources of greenhouse gasses (CO2, CH4, etc.) emitted to the atmosphere (Guido et al., 2004). After forest fires, the volume and value of forest trees, fire-killed or fire-damaged trees can be affected by deterioration agents such as insects and fungus, which reduce the volume and value of forest trees (Akay et al., 2006).
Forest fires are considered to be one of the most detrimental factors affecting forest resources throughout the world and, in particular, Mediterranean countries (i.e. France, Greece, Italy, Portugal, Spain, and Turkey) due to their climate and other factors (Demir et al., 2009). A typical firefighting crew is divided into 5 groups: initial response team, reserved fighting team, mobile team, fire truck team, and aerial support team (Akay et al., 2010). In order to fight forest fires effectively, the arrival time of the initial response team at a fire area should not exceed the critical response time in which the probability of controlling the forest fires rises markedly (GDF, 2008). Therefore, it is crucial to determine the optimum route that minimizes the travel time of the initial response team from fire headquarters to the fire areas using firefighting trucks.

To develop an adequate transportation planning, many alternative routes should be evaluated so that an optimum route can be selected. There are number of studies where computer-based methods, using computer technology and optimization techniques, have been employed to assist planners in evaluating high number of alternative routes (Ichihara et al., 1996; Akay and Sessions, 2005; Aruga et al., 2005; Akay et al., 2012a).

Solving transportation problems such as shortest path, maximum flow, and optimum task allocation, computer-based network analysis method provides accurate and quick solutions (Akay et al., 2012b). In the solution process of network method, various parameters such as cost, travel time, and length are assigned to the network links and then the shortest or optimal path is selected by searching the alternatives (Zhan, 1997). A network analysis approach is a potentially powerful approach to solving transportation and routing problems.

Suitable plans for forest transportation should involve some technical factors such as road length, road types, road conditions, and vehicle speed, (Tucek, 1999). Road types and road conditions effect vehicle speed which then reflects transportation time (Akay and Erdaş, 2007). Besides, longer distance increases transportation time.

In recent years, GIS-based decision support systems have been utilized to improve the efficiency of fire management stages including planning, managing, and decision making (Burgan et al 1998; Sampson et al 2000; Kucuk et al., 2005). Advances in computer and GIS technology have also made it possible to use GIS-based network analysis based modules such as Network Analyst in ArcGIS software for solving transportation problems (Akay and Sakar, 2009). ArcGIS Network Analyst is a powerful extension that provides network-based spatial analysis including routing, travel directions, closest facility, and service area analysis.

In this study, a GIS-based decision support system utilizing the Network Analyst extension within ArcGIS 10 was developed to assist fire managers in determining the fastest travel routes to fire areas. The decision support system was applied in the city of Erbil, located
in the north of Iraq. The study area was classified as second degree sensitive to forest fire. Multiple network analyst simulations were conducted to identify the optimal travel route and associated response times of nine fire response teams to 10 fire areas that were generated using historical data. The simulations accounted for road surface and condition, and sensitivity of forest areas to fire.

2. Material and Methods

2.1. Study area

Study area is the city of Erbil, which is located about 350 km north of Baghdad in northern Iraq. The city of Suleimanya is located at the southeast of Erbil, Dohuk and Mosul are at the west, and Kirkuk is located at the east. There is an international border of Turkey and Iran along the north and northeast of Erbil (Figure 1).
The study area is located within 35°28’46”-37°19’4” North and 43°18’23”-45°5’15” East coordinates. The study area covers about 1.5 million ha land. In the study area, the average elevation and ground slope is about 814 m and 22.46%, respectively. In the study, the optimum routes were investigated for 10 different potential fire locations, considering nine different fire stations including Erbil center, Dashty hawler, Shaqlawa, Khabat, Koya, Soran, Sidakan, Mergasor and Barzan. The locations of fires and fire stations were indicated in Figure 2.

The city center is laying on wide plain area, however, its districts and sub-district are in the hilly and mountainous areas. The height of the mountains increases to the direction of the north and north east. Halgurd top is the highest point of Hasarost mountain with the height of
3607 m. The tree species in the area are Quercus infectoria Oliv., Quercus libani Oliv., Quercus brantii Lindl., Quercus aegilops., Pistacia eurycarpa Yalt., Pistacia khinjuk Stocks, etc.

There are nine different fire stations in the study area; Erbil center, Dashty-Hawler, Shaqlawa, Khabat, Koya, Soran, Sidakan, Mergasor and Barzan. All of the fire stations were visited, crew and equipment status determined and UTM (Universal Transverse Mercator) coordinates with the height were recorded by using handheld GPS. Figure 3 indicates some of the views from fire stations in the study area.

Figure 2. The study area map indicating fire stations
2.2. Road Network

The road network map was generated based on topographical map of the study area. In order to develop network database, average travel time of fire trucks on each road section was computed based on road length and average speed of a fire truck, which varies depending on road type and road status. Thus, “Attribute Table” of the road map included fields for these parameters. The road length was calculated by “Calculate Geometry” tool in “Attribute Table”. The road type in the study area was defined as asphalt roads. The road conditions (good, average, poor) were determined based on information obtained from Highway Departments. Then, the average vehicle speed was estimated based on road type and conditions as 60 km/hr, 50 km/hr, and 40 km/hr for good, average and poor condition roads, respectively. Finally, travel time of the fire truck for each road section was computed based on Equation 1 by using “Field Calculator” tool in “Attribute Table”:

\[
t_i = \frac{l_i}{v_i} \times 60
\]

- \(t_i\): travel time on road section \(i\) (minutes)
- \(l_i\): length of road section \(i\) (km)
- \(v_i\): vehicle speed on section \(i\) (km/hr)
- 60: coefficient to convert time from hours to minutes

2.3. Landuse Classification

The landuse types map was generated based on LANDSAT 8 ETM image acquired in 2013. The systematic geometric and radiometric corrections have been done by the provider (the U.S. Geological Survey) to a quality level of 1G before delivery. Landsat’s thermal band has
a resolution of 60 m while the rest has 30 m, except the panchromatic band which has a resolution of 15 m. ERDAS Imagine software was used to classify the satellite imagery by supervised classification technique. Bands 1-5 and 7 of Landsat 7 ETM were used, while Thermal band (band 6) and panchromatic band (band 8) were excluded from the classification. In the image of the research forest, there was a high frequency of data variability due to background vegetation and ground materials. To reduce spatial frequency, “Convolution” function in ERDAS Imagine was used by applying 7X7 low-pass filter.

Supervised Classification method was then performed based on a set of user-defined classes, by obtaining the appropriate spectral signatures from the data. “User-Defined Polygon” function was employed to lower the chance of underestimating class variance since it involved a high degree of user control. Once a set of reliable signatures were created, supervised classification was performed using the Maximum Likelihood (statistically-based classifier) technique. After classification, the landuse types were divided into five main classes including forest, shrub, urban, water, and others. In the recoding process, open grounds, agriculture, etc. were assigned into the class of “others”. Finally, the accuracy assessment of the supervised classification was performed by systematically selecting 250 sample points from the recoded image. Forest and shrubs are combined into a single class called forest, considering that they are subject to fires.

2.4. Network analysis

Network Analyst extension in ArcGIS software works based on the methodology of network analysis. It provides network-based spatial analysis including routing, service area, closest facility, travel directions, and new location-allocation analysis (Figure 5). Using a sophisticated network model, users can easily build networks based on GIS database. Network Analyst also enables users to dynamically model realistic network conditions such as turn and height restrictions, speed limits, and traffic conditions.
In order to run methods of Network Analyst extension, a network database should be generated. In this study, firstly, a Personal Geodatabase under ArcCatalog module was generated, and then, network dataset was produced based on road types map containing travel time information for each road section in the study area. Finally, links (ND_Edges) and nodes (ND_Junctions) data layers were generated by using network database.

After having network database, the New Closest Facility and New Service Area methods under Network Analyst extension was used to explore routing solutions. The New Closest Facility method was used to find the fastest access routes from each initial response team to the potential fire areas in the study area. Then, the response team with the minimum travel time was determined for each potential fire area. In addition, other initial response teams with the second or third shortest arrival time and their access routes can be identified in a case
where an initial response team with the minimum travel time is not sufficient in terms of equipment or number of firefighting personnel.

The New Service Area method was also used to evaluate accessible and inaccessible forest areas by the initial response teams according to the critical response time. As mentioned before, the critical response time varies depending on the fire sensitivity degree. The study area was classified as the second degree sensitive area, which requires critical response time of 30 minutes.

The New Service Area method works similar to a GIS buffer analysis. A service area point is first located in the network system and is considered as a center point from which other portions of the network can be reached given a user-defined total link value threshold. This reachable area comprises the service area. In this study, the locations of the initial response teams were considered as service area points and service areas are then the forest areas that can be reached within the total link value as defined by the critical response time. Therefore, the locations and numbers of initial response teams that are capable of reaching a fire area within the critical response time were evaluated through this approach.

3. Results and Discussion

3.1. Road Network

The results indicated that total length of the road network in the study area was computed as 2502.92 km (Figure 5). All of the roads were asphalt roads. Considering road conditions in the study area, it was found that 57.06% of the road network was in good condition, while 29.75% and 13.19% of the roads were in average and poor conditions, respectively (Table 1).

3.2. Landuse types

The results of the classification process indicated that there were five different landuse types in the study area. The accuracy assessment of the supervised classification was also performed. The overall classification accuracy and kappa statistics were 92% and 0.89, respectively (Table 2). Table 3 indicates areal distribution of landuse types (Figure 6).
Table 1. The length information about road types in the study area

<table>
<thead>
<tr>
<th>Total Length</th>
<th>Road Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road Lengths (km)</td>
<td>Good</td>
</tr>
<tr>
<td>2502.92</td>
<td>1428.16</td>
</tr>
</tbody>
</table>

Table 2. Accuracy assessment matrix table

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Reference Totals</th>
<th>Classified Totals</th>
<th>Number Correct</th>
<th>Producers Accuracy</th>
<th>User Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shrub</td>
<td>82</td>
<td>80</td>
<td>80</td>
<td>97.56</td>
<td>100.00</td>
</tr>
<tr>
<td>Forest</td>
<td>18</td>
<td>11</td>
<td>10</td>
<td>55.56</td>
<td>90.91</td>
</tr>
<tr>
<td>Urban</td>
<td>55</td>
<td>67</td>
<td>53</td>
<td>96.36</td>
<td>79.10</td>
</tr>
<tr>
<td>Water</td>
<td>50</td>
<td>48</td>
<td>46</td>
<td>92.00</td>
<td>95.83</td>
</tr>
<tr>
<td>Others</td>
<td>91</td>
<td>94</td>
<td>87</td>
<td>95.60</td>
<td>92.55</td>
</tr>
<tr>
<td>Totals</td>
<td>296</td>
<td>300</td>
<td>276</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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3.3. Network Analysis

New Closest Facility

The fastest access routes for each firefighting team to the potential fire areas in the study area were determined using the New Closest Facility method (Table 4). Results indicated that there is a close relationship between the travel time and road length, as well as between travel time and road condition. Firefighting teams that reached potential fire areas within the...
minimum arrival time were identified considering fastest access route. Although the decision support system found the fastest access routes to the potential fire areas, six of these fires were not accessible by the teams within the critical response time. Since the potential fire areas were in areas sensitive to forest fires at the second degree, the critical response time was considered to be 30 minutes. Only four of the potential fire areas were reached within the critical time.

**New Service Area**

The areas that can be reached by initial response teams within a critical response time were determined by the New Service Area method. Since the study area consisted of areas sensitive to fires at the second degrees, the buffer areas that can be reached through the road network within 30 minutes were investigated. Results indicated that the teams could reach only 6.88% of the study area within 30 minutes (Figure 7).

The GIS tools were used to combine the reachable areas and forest land databases to determine forest areas that could be reached within critical response times (Figure 8). It was found that the firefighting teams can reach 17.64% of the forested areas within 30 minutes. The rest of the forest area (82.36%) could be reached by the teams within critical response time.

<table>
<thead>
<tr>
<th>Table 4. The arrival time (minutes) of firefighting teams to each potential fires</th>
<th>Potential Fires</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fire Stations</td>
<td>1</td>
</tr>
<tr>
<td>Erbil</td>
<td>146</td>
</tr>
<tr>
<td>Dashty-Hawler</td>
<td>164</td>
</tr>
<tr>
<td>Shaqlawa</td>
<td>105</td>
</tr>
<tr>
<td>Khabat</td>
<td>170</td>
</tr>
<tr>
<td>Koya</td>
<td>176</td>
</tr>
<tr>
<td>Soran</td>
<td>48</td>
</tr>
<tr>
<td>Sidakan</td>
<td>82</td>
</tr>
<tr>
<td>Mergasor</td>
<td>31</td>
</tr>
<tr>
<td>Barzan</td>
<td>34</td>
</tr>
</tbody>
</table>
Figure 7. The accessible areas within 30 minutes in whole study area
4. Conclusions

GIS (Geographical Information System) based system has been developed to decide the route which minimizes the arrival time to the forest fire areas. The study area was city of Erbil, located in the north of Iraq. In the study area, nine fire stations teams located in Erbil were considered in execution of the system. The network analyst method under “Network Analyst” extension of ArcGIS 10 platform was used to systematically search for optimum routes. In application, 10 potential fire locations were considered to run network analysis.

The total length of the road network in the study area was found as 2502.92 km. The roads were asphalt paved roads. It was also found that more than half of the road network was in good condition, while about 30% and 14% of the roads were in average and poor conditions, respectively. The topographical analysis indicated that about 62% of the study area was covered by land with low and very low ground slope, while rest of them was medium, high and very high slope.
Based on classification process, shrub lands covers about 27% of the study area, followed by forest (12%), urban (11%), and water (%7). About 43% of the area was covered by other landuse types. In network analysis application, forest and shrubs are combined into a single class called forest, which totally covers about 40% of the study area.

The fastest access routes for each firefighting team to the potential fire areas in the study area were determined using the New Closest Facility method. Six of these fires were not accessible by the teams within the critical response time of 30 minutes. Only four of the potential fire areas were reached within the critical response time. Results indicated that there is a close relationship between the travel time and road length, as well as between travel time and road condition.

The areas that can be reached by initial response teams within a critical response time were determined by the New Service Area method. Results indicated that the teams could reach only 6.88% of the study area within 30 minutes. Considering only forested areas, it was found that the firefighting teams can reach 17.64% of the forested areas within 30 minutes. About 82% could be reached by the teams within critical response time.
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Forest fires are one of the most important elements that destroy forests and causing enormous environmental and economic damage as well as loss of the human life. Especially in Mediterranean region, forest fires have a great importance and natural risk. Determining forest fires, there are so many variables or factors and these variables are somehow related. A fire depends on many factors, such as topography, vegetation type, distance from roads and proximity to settlements. Human activities in settlement areas may dramatically increase forest fire risk. Thus, forests located near roads have more fire tendency. In this study, Kahramanmaras Regional Directorate of Forestry was chosen as a case study area. 1186 forest fire ignition points were determined according to starting point of the recorded forest fires from 2002 to 2014 by the Kahramanmaras Regional Directorate of Forestry. Roads in the planning unit were digitized with a 1/4000 to 1/5000 screen view scale using ArcGISTM 10.0. According to distance from the roads for forest fire, buffer zones thrown into the road such as <100 m, 100-250 m, 250-500 m, 500-1000 m, >1000 m with the ArcGISTM 10.0 software. The relationship between number of fires and fire intensity with distance from the roads was investigated. It is observed that, the distance form roads decreases, the number of forest fire and intensity increases.

Keywords: Buffer zone, Distance from roads, Forest fire, GIS

1. Introduction

Forest fires, which is a natural process, seriously damage forest ecosystem, affect sustainability of forest resource and come out environmental, ecological and biological effect on vegetation (Akay et al. 2012; Koutsias et al. 2014). Forest fires have most serious ecological problems and their high frequency and intensity annually affect large areas of forest land in the Mediterranean basin (FAO 1992). Every year, large amounts of forest areas, 5 million ha in the world, 550000 ha in Mediterranean region and 10000 ha in Turkey have been damaged by forest fire (Eroğlu 2009; GDF 2011; Sivrikaya et al. 2014).
Coastal band in Turkey is very sensitive area where is following 1700 kilometers (km) of Aegean and Mediterranean coasts for forest fires (GDF 2008). In Mediterranean and Aegean regions, forests contain generally Pinus brutia which are extremely fire sensitive species have special conditions in terms of fires. As well as intensive human activities such as residential, tourism and agricultural are also very fundamental issues for this region (GDF 2008; Çoban and Eker 2010).

The spatial patterns and structure of forest fire ignitions have vital importance because fire ignitions play important role in the spatial pattern of fire regimes (Kernan and Hessl 2010; Narayanaray and Wimberly 2012). Fire regimes are generally related to geographic location and usually summarized by extent, seasonality, severity, frequency and spatial distribution (Karena et al. 2008). The spatial pattern of forest fires affects species composition, creating spatially heterogeneous fuel conditions and plant forest age classes, (Perry et al. 2011). Identifying the spatio-temporal features of fire regimes has proven difficult (Falk et al. 2007).

Transportation systems more specifically, forest roads are one of the most important parameters for the forest landscape to maintain all forest resource values. Forest roads may restrict fire spread as fire breaks and assisting fire fighters for fire suppression activities (Price and Bradstock 2010; Narayanaraj and Wimberly 2011). Forest roads have direct and indirect effects related to ecological and physical, landscape scale and socio-economics effects (Forman and Alexander 1998; Gucinski et al. 2001). Forest transportation system may affect fire regimes due to increased fire ignition (Franklin and Forman 1987). Therefore, forests located near roads are more fire prone. Human activities that happen in the transportation corridors may increase possibilities of fire. However, roads reduced fire size as a result of increased accessibility for fire suppression activities and physical barriers to fire movement, (Covington and Moore 1992).

Human-caused ignitions generally happen along transportation corridors. Many studies have indicated that human-caused fires are located in proximity to forest road and human settlements. Accidental or deliberate human-caused fires result from a combination of factors, and environmental conditions that are conducive to fire (Narayanaray and Wimberly 2012). Considering that 97.5% of the human impact of forest fires, roads have an important effect for prevention and protection of forest ecosystem. Therefore, forests located near roads are more fire prone (Başaran et al. 2004).

Recent studies have indicated that, forest roads have a stronger effect to prevention of fires (Price and Bradstock 2010). Fire suppression activities are more effective close to roads due to making easy to access and, roads act as a physical barrier for stopping the fire spread. At the same time, fires are detected rapidly near or close to roads. For all these reasons, forest roads are likely to contribute to smaller fire sizes (Narayanaray and Wimberly 2012).
In this study the relationship between number of fires and fire intensity with distance from the roads was investigated. In this reason, forest fire ignition points were determined according to starting point of the recorded forest fires from 2002 to 2014 for Kahramaraş Regional Directorate of Forestry. With the help of this points and using distance from road parameters, sensitive areas for forest fires were determined.

2. Methods

2.1 Study area

The study area is located in Kahramanmaraş Regional Directorate of Forestry (37o 34’ 32”N and 36o 54’ 48” E). The study area consists of Kahramanmaraş, Andırın, Göksun, Antakya, Dörtyol, Kilis, Gaziantep Forestry Enterprise Directorates (Figure 2). The Kahramanmaraş Regional Directorate of Forestry, which is vulnerable to forest, is situated in the Mediterranean region with high temperatures and low to nonexistent precipitation during the fire season. Of the 2.805.523 ha total area, 818,875 ha is forested and the rest is non-forested. The main tree species in the area include Pinus brutia, which is one of the most sensitive species for fire and Quercus sp. (Oak).

3. Material

The fundamental data used in this research are forest fire ignition points. This points were determined to according to starting point of the recorded forest fires from 2002 to 2014 by the Kahramanmaraş Regional Directorate of Forestry. Topographic maps of Kahramanmaraş Regional Directorate of Forestry with 1/25 000 scale were gathered. Digitizing road data, this input data were obtained.

3.1 Method

This study examines the relationship between roads and forest fires and the role that roads play in fire ignitions. We examined the spatial relationship between forest fires and roads by mapping forest fire occurrence locations and their proximity to roads across the Kahramanmaraş Regional Directorate of Forestry. 1286 forest fire ignition points were determined according to starting point of the recorded forest fires from 2002 to 2014. Roads in the planning unit were digitized with a 1/4000 to 1/5000 screen view scale using ArcGISTM 10.0. According to distance from the roads for forest fire, buffer zones thrown into the road
such as < 100 m, 100-250 m, 250-500 m, 500-1000 m, >1000 m with the ArcGIS™ 10.0 software. We use Geographic Information System (GIS) analysis to examine the spatial relationship between roads and forest fires more closely. The relationship between number of fires and fire intensity with distance from the roads was investigated.

4. Results and Discussion

We overlaid fire ignition point for the Kahramanmaraş Regional Directorate of Forestry on the road proximity data to determine the spatial relationship between forest fire occurrences and roads. The relationship between number of fires and fire intensity with distance from the roads was investigated and the road distance distribution for all the fires was listed in Table 1.

The influence of proximity to road and other human infrastructure appears to vary noticeably with region (Cardille et al. 2001). In Kahramanmaraş Regional Directorate of Forestry, totally 1186 fires occurred for years between 2002 and 2014. Higher road density was positively correlated with fire in Kahramanmaraş Forest Regional Directorate. Depending on the distance from roads, 306 forest fires occurred in < 100 m buffer zones. It was determined that 100-250 m buffer zone 334, 250-500 m zone 306, 500-1000 m zone 171 and > 1000 m zone 69 forest fires take placed. Equal number of fires occurred in both < 100 m zone and 250-500 m zone (Table 1).

<table>
<thead>
<tr>
<th>Buffer Width (m)</th>
<th>Fire Burned</th>
<th>Number</th>
<th>Percent (%)</th>
<th>Area (ha)</th>
<th>Percent (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;100</td>
<td>306</td>
<td>25,8</td>
<td>3802,86</td>
<td>48,7</td>
<td></td>
</tr>
<tr>
<td>100-250</td>
<td>334</td>
<td>28,2</td>
<td>2014,54</td>
<td>25,8</td>
<td></td>
</tr>
<tr>
<td>250-500</td>
<td>306</td>
<td>25,8</td>
<td>1538,87</td>
<td>19,7</td>
<td></td>
</tr>
<tr>
<td>500-1000</td>
<td>171</td>
<td>14,4</td>
<td>280,41</td>
<td>3,6</td>
<td></td>
</tr>
<tr>
<td>&gt;1000</td>
<td>69</td>
<td>5,8</td>
<td>174,80</td>
<td>2,2</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1186</td>
<td>100</td>
<td>7811,48</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Our examination of the spatial relationship of roads to wildfires we found that 94 % of all wildfires nationwide are caused by humans. Of these human-caused wildfires, 28 % forest fires occurred < 100 m buffer zone, % 28 in 100-250 m zone %, 25,8 in 250-500 m zone, % 14,4 500-1000 m zone and 5,8% > 1000 m zone, respectively.
Considered as area, distance from road < 100 m buffer zones burned 3802.86 ha. These are accounts for 48.7% in the total burned area. It was identified that 2014.54 ha area burned 100-250 m buffer zone and respectively 1538.87 ha in 250-500 m zone, 280.41 ha in 500-1000 m zone and 69 ha in > 1000 m zone. Distance to roads was negatively related with fire ignition probability, meaning a decreasing fire occurrence frequency at increasing distances to roads. In Kahramanmaraş Regional Directorate of Forestry, 48.7% of burned areas occurred at less than 100 m from the nearest road and 45.5% were within a distance of 500 m.

Fire risk is higher such as picnic areas, agricultural areas and roads where more intense people activities are occurred. Human-induced fires are increasing day by day in parallel with the increase of human activities in and around forests. Due to human activities, Forest located in agriculture and housing areas and in close proximity to the road lines, vulnerable to forest fires. It is understood that depending on the relationship between proximity of road and forest fire, first 100 m distance have the most sensitive area (Neyişçi et. al. 1999).

5. Conclusions

In recent years, GIS has emerged as a powerful tool for studying and monitoring the relationship between the forest fire and distance from roads. Changing fire regimes depend on roads may have substantial ecological impacts. Our results support the hypothesis that humans are shifting the spatio-temporal pattern of the fire regime. Population density was the more significant variable estimating the location of ignitions that resulted in larger burned areas in Kahramanmaraş, and its importance increased for ignitions turning into burns larger than 1000 ha.

Distribution of fires across the landscape is shifting so that the majority of fires are burning closer to forest roads. Distance from road is the most important criterion of human criteria in fires occurrence in Kahramanmaraş Regional Directorate of Forestry. Importance of forest roads in forest fire occurrence has also been confirmed by other researchers (Loranzo et. al. 2008; Zumbrunnena et. al. 2010; Eskandari et. al. 2013). Increasing distance from road, both forest fires and their occurrence both numerically and as area decreasing. The results of this research have great importance in management and prediction of future fires in study area because we can prevent the future fires in study area forests by more cares in areas with high road density.
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Table 1. Number and percentage of burning areas in buffer zones

<table>
<thead>
<tr>
<th>Buffer Width (m)</th>
<th>Fire Burned</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Percent (%)</td>
<td>Area (ha)</td>
</tr>
<tr>
<td>&lt;100</td>
<td>306</td>
<td>25,8</td>
<td>3802,86</td>
</tr>
<tr>
<td>100-250</td>
<td>334</td>
<td>28,2</td>
<td>2014,54</td>
</tr>
<tr>
<td>250-500</td>
<td>306</td>
<td>25,8</td>
<td>1538,87</td>
</tr>
<tr>
<td>500-1000</td>
<td>171</td>
<td>14,4</td>
<td>280,41</td>
</tr>
<tr>
<td>&gt;1000</td>
<td>69</td>
<td>5,8</td>
<td>174,80</td>
</tr>
<tr>
<td>Total</td>
<td>1186</td>
<td>100</td>
<td>7811,48</td>
</tr>
</tbody>
</table>
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Figure 1. The fire-sensitive regions map for Turkey (GDF 2008)
Figure 2. Geographic location of the study area
Figure 2. Geographic location of the study area
Difficulties of the past 20 years to find enough funding and workers to perform pre-commercial thinning have resulted in large areas of dense, untreated, stands in New-Brunswick. These stands are now grown beyond the traditional window of operation. Treating those stands by using a semi-commercial thinning is now considered as an option, but little is known in terms of its financial feasibility in that region. The goal of this trial was to perform a preliminary study of the productivity and cost of the different options that landowners were considering in order to identify which option, if any, should further be investigated. A manual and a mechanized harvesting system commonly available to non-industrial private landowners were tested in two different harvesting intensities. Four product extraction options were tested to verify if the sale of some products could offset some of the treatment costs: pulpwood only, pulpwood & biomass (tops and branches), all products in biomass, no product extraction. Results suggest that both the manual and the mechanized system have comparable cost per ha, but the mechanized system was 6 times faster. Extraction of pulpwood showed to offset some of the costs resulting in a net cost for a semi-commercial thinning ranging somewhere between 500 $/ha and 700 $/ha. Extraction of biomass showed, at best, to cover for its costs but it greatly increased damages to residual trees making this option undesirable for a stand improvement treatment.
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1. Introduction

The Northwestern region of New-Brunswick, Canada, has a strong and diverse forest products industry that is supplied mostly by public forests and industrial freeholds. Small private woodlots in the region nonetheless amount to more than 100 000 hectares distributed
among 2150 landowners (Erdle and Norfolk 2005) and supply an annual average of 135 thousand m³ of wood (Forest Management 2012).

The area is dominated by even-aged stands that are typically managed in a simple sequence starting with a clear-cut of the existing stand, followed by either natural regeneration or plantation. At age 10 to 15, the majority of the stands are very dense and are treated to a pre-commercial thinning with brush saws. At that age, trees are well below the merchantable diameter for pulpwood. No products are extracted, so the thinning is performed at a net cost of 900$ to 1000$ per hectare. At age 30, the stands (or plantations) are usually ready for a commercial thinning from below, where the majority of the cut trees have reached merchantable size. The first commercial thinning usually pays for itself with the sale of pulpwood and stud logs.

Non-commercial silviculture (i.e. site preparation, plantation, pre-commercial thinning) on private woodlots is supported by limited public funding and the required workforce has been a challenge to find in the last decades. This has resulted in large areas of dense, untreated, stands. These stands, that are now 25 to 35 years-old, are grown beyond the traditional window of operation for pre-commercial thinning. However, because of their high density, diameter growth of trees was limited, resulting in a relatively low number of merchantable size trees. Treating them to a semi-commercial thinning is now considered as an option to get diameter growth back on track.

Semi-commercial thinning is defined here as a thinning treatment where the majority of the cut stems have not yet reached merchantable size, but where a certain volume of merchantable volume is cut and can be extracted. This treatment has never officially existed in this area and is not a common treatment elsewhere in Canada, hence little is known on its financial feasibility.

The promoters had three sets of questions that they wanted to cover:

1) The mechanization of harvesting operations: Woodlot owners are still harvesting a significant portion of the wood using manual and small scale operations, but changes in the type of landowners and economic considerations are gradually forcing mechanization. On the other hand, silviculture treatments such as pre-commercial thinning are currently all performed manually, even in industrial forests. The trials should explore the benefits and drawbacks of manual and mechanized operations.

2) The maximization of wood products utilization: The region has not only a good pulp and timber industry, but also an important market for biomass from a 35 MW cogeneration facility that consume 750 000 metric tonnes (green) annually. Questions, around whether or not it could make sense to extract any or all of the potential products from thinning stands that are at a semi-commercial thinning stage, deserve to be answered in that context.
3) Stability and growth response of the residual stand: Intensity of thinning greatly influences the immediate economics of the treatment, as a more aggressive harvest provides more volume per hectare to be extracted. On the other hand, trees in these stands have an elevated height to diameter ratio, suggesting that they are more susceptible to blowdown. In the absence of any experience with this type of thinning in this region, the ideal intensity of thinning is therefore not known.

As a consequence of the high level of uncertainty and of the large number of initial considerations that the promoters wanted to address, it was decided to conduct a preliminary study that would cover a large number of factors on a limited area, this to guide a subsequent but more robust study. The goal of this preliminary study was to try the range of semi-commercial thinning options that landowners were currently considering to identify which one, if any, should further be investigated. More specifically, the objectives were:

1. Determine the productivity and cost of a manual and of a mechanized harvesting system performing two intensities of semi-commercial thinning in non-industrial private forest operations.
2. Explore the feasibility of extracting tops and non-merchantable stems as a biomass product for energy production.

2. Methodology

Study site

A 9.8 ha sector of 33 years-old, dense, mixed stand, dominated by balsam fir (table 1) was selected in Northwestern New Brunswick (lat. 47º 11' 50" à 47º 12' 39" ; long. 68º 52' 34" à 68º 53' 11"). The stand originated from a clearcut in the early 1980’s. It was divided in 3 experimental blocks each with 3 experimental units covering approximately one hectare (60 m wide X 175 m long). In every block, a control unit was kept for growth and yield follow-up. The other two units were randomly assigned a thinning intensity.

<table>
<thead>
<tr>
<th>Table 1. Summary of stand characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basal area (merchantable)</td>
</tr>
<tr>
<td>Density (merchantable)</td>
</tr>
<tr>
<td>Density (total)</td>
</tr>
<tr>
<td>Total volume</td>
</tr>
<tr>
<td>Merchantable volume</td>
</tr>
<tr>
<td>Total biomass</td>
</tr>
<tr>
<td>Quadratic mean diameter (merchantable)</td>
</tr>
</tbody>
</table>
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Quadratic mean diameter (total) 5.9 cm
Dominant height 15 meters
Species composition by volume
  Balsam fir (44%)
  Trembling Aspen (19%)
  White birch (12%)
  Red maple (10%)
  Other (14%)

Harvesting systems

Selected harvesting systems are representative of non-industrial private landowners of the area. The manual system was composed of three experienced loggers using chainsaws and of a 4X4 agricultural tractor (Massey Ferguson 396) coupled to a 5 meter long tandem log trailer with hydraulic loader (Woody loader). One of the loggers was responsible for operating the tractor. The mechanized system was composed of a 8 years-old (2004) Rocan Enviro harvester equipped with Logmax 3000 head, and of a timberjack 810 six wheel forwarder (unknown age). The operators had more than 10 years of experience on that type of equipment.

For both systems, the biomass extracted at roadside was grinded using a Morbark grinder model 30/36 and a truck mounted loader.

Thinning treatments

The prescription called for either a light thinning, leaving 2500 stems per hectare, or a heavy thinning, leaving 1500 stems per hectare. The operator and fellers were asked to aim for a given tree spacing rather than for a residual basal area. For the light thinning, an average spacing of 2 meters between residual trees was prescribed with a minimum of 1 meter between any two trees. This corresponds to the current guideline for pre-commercial thinning in New-Brunswick (NBDNR 2004). For the heavy thinning, the average spacing requested between trees was increased to 2.6 meters, which corresponds to the current guideline for semi-commercial thinning in the province of Quebec (closest region that performs semi-commercial thinning) (Agence de mise en valeur des forêts privées du Bas-St-Laurent 2009). Trees to be left standing were not marked. Workers were asked to prioritize leaving trees of good vigor and good form. Softwood trees were to be prioritized over hardwoods and, shade tolerant hardwoods over the intolerant ones.

Extraction trails where spaced at every 20 meters. Workers were asked to maintain trail width at a minimum, given their equipment size. Trails effectively put in place for the farm
tractor had a width that varied between 2.5 and 3 meters while those set for the forwarder had a width ranging from 3 and 3.5 meters.

Extracted products

Different product extraction options were tried to determine technical feasibility and to verify if the sale of some products could offset some of the treatment costs (table 2). Pulpwood extraction, in length of 2.44 meters with a minimum of 9 cm in diameter, is the most common method of performing semi-commercial thinning. As such, this option was tested in the four combinations of harvesting systems and thinning intensities. Because of market constraints, pulpwood had to be kept separated according to four species groups: softwoods; aspen; birches; maples.

The extraction of tree tops and of non-merchantable size trees as a biomass product for energy production was also tested for both harvesting systems in the heavy thinning and in the mechanized system of the light thinning. This meant that the loggers and the harvester operator had to make piles of biomass separate from the pulpwood piles. To facilitate the piling, stems were cut in variable lengths between 1.5 to 5 meters.

A variant of the pulpwood and biomass extraction was tried by processing the biomass portion (tops and non-merchantable stems) into “sticks” after grossly delimbing the stems. For the mechanized system, in addition to the pulpwood option and the pulp and biomass option, two other product extraction options were tested. Following observations of the challenges of neatly piling tree tops and non-merchantable trees and the production of low volumes of pulpwood, the option of processing every tree into biomass sticks of random lengths was tried. This option meant delimbing each stem all the way to the top, and cutting them in lengths of less than 5 meters. Finally, the option of not extracting any products was tried in the light thinning.

Table 2. Combinations of harvesting system, thinning intensity and product extraction tested.

<table>
<thead>
<tr>
<th>Harvesting system</th>
<th>Thinning intensity</th>
<th>Product extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td>manual</td>
<td>light</td>
<td>pulpwood</td>
</tr>
<tr>
<td>manual</td>
<td>heavy</td>
<td>pulpwood</td>
</tr>
<tr>
<td>manual</td>
<td>heavy</td>
<td>pulpwood &amp; biomass</td>
</tr>
</tbody>
</table>
Data collection

The semi-commercial nature of this treatment forces to simultaneously measure productivity in terms of area treated per productive hour and in terms of the amount of products harvested per productive hour. General productivity data was collected by technicians onsite during the entire trial. They measured the area treated per worker on a daily basis. Volume of pulpwood processed was determined by measuring top and bottom diameter of every log along the extraction trail and by sampling lengths. For extraction productivity, log volumes were measured at roadside for each trip. Biomass production could only be grossly estimated. When the biomass was extracted from the stand, the number of tractor and forwarder loads was kept on record with a visual estimation of the proportion of the basket that was filled. The biomass was then kept in separate piles at roadside according to its origin of treatment combination. Subsequently, the biomass was grinded with simultaneous loading of transport trailers. Each roadside biomass pile was grinded and loaded separately, with a technician keeping track of the biomass piles that filled each trailer. In the event of a biomass pile resulting in a partially filled trailer, the volume of the trailer that was filled by the biomass pile was visually estimated by the technician. Finally, the green weight of each truck was measured by the scale at the mill that bought it. We acknowledge that this method of estimating the produced biomass is really coarse, but it was adequate for the purpose of identifying if further investigation into this potential treatment is warranted.

Productive hours were measured by the technicians and the workers themselves who noted the time at which they started and ended their work and by noting the reason and length of time of delays longer than 2 minutes.
To provide a more detailed picture of the work, a time and motion study was performed on a sample of the work (one technician was dedicated to this while a second one did some time and motion on a part time basis). The time was measured using handheld computers with TS1000 software from FPInnovations.

3. Results and discussion

Production and residual stand

The manual harvesting operations took place between the 1st and the 16th of November 2011. The target residual density was reached without too much trouble (table 3) and was consistent throughout the stand. On the other hand, high variation in the volume per hectare of pulpwood and in the biomass per hectare harvested was observed between the four variants tested (table 4). This was caused by to the combination of initial stand variability and the limited area treated during the observation. This was especially apparent for the heavy thinning combined to the pulpwood and biomass extraction where the density was relatively higher (>30000 stems/ha with a few residual trees from the previous stand).

The mechanized operations took place between the 14th and the 21st of November 2011. Post-treatment inventory plots suggest that the residual stand density was above target for both thinning intensities (table 3). The amount of pulpwood and biomass extracted per hectare between the heavy thinning variants was highly variable due to stand variability in the limited area treated during observation (table 4).

The felling and piling of products using either system was performed without causing significant damage to the residual trees. The extraction of pulpwood resulted in very limited damages to the residual trees (visual appreciation only). On the other hand the extraction of biomass, especially in the unprocessed form (not in delimbed sticks), caused more extensive damages following either the farm tractor or forwarder. The high tree density and the tops and branches tangled in a fairly long mass (3 to 6 meters) made it challenging to move between residual trees and it was almost impossible not to damage some trees. While the amount of damage was not systematically measured, it was so extensive that the extraction of biomass was judged technically infeasible in the context of this silviculture treatment that aims at improving the growth of the residual stand.
Table 3. Stand density, in stems per ha, before and after treatment

<table>
<thead>
<tr>
<th></th>
<th>Manual system Light thinning</th>
<th>Manual system Heavy thinning</th>
<th>Mechanized Light thinning</th>
<th>Mechanized Heavy thinning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial stand</td>
<td>13 435</td>
<td>16 871</td>
<td>12 951</td>
<td>12 847</td>
</tr>
<tr>
<td>Residual</td>
<td>3 163</td>
<td>1 633</td>
<td>3 438</td>
<td>2 743</td>
</tr>
<tr>
<td>Removal</td>
<td>76 %</td>
<td>90 %</td>
<td>73 %</td>
<td>79 %</td>
</tr>
</tbody>
</table>

Table 4. Area treated and products extracted during time and motion observations

<table>
<thead>
<tr>
<th>Harvesting system</th>
<th>Thinning intensity</th>
<th>Product extracted</th>
<th>Total time observed (pmh)*</th>
<th>Area treated (ha)</th>
<th>Pulpwood extracted (m³/ha)</th>
<th>Biomass extracted (gmt/ha)†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td>light</td>
<td>pulp</td>
<td>12.54</td>
<td>0.229</td>
<td>33.2</td>
<td>0</td>
</tr>
<tr>
<td>Manual</td>
<td>heavy</td>
<td>pulp</td>
<td>11.86</td>
<td>0.120</td>
<td>58.6</td>
<td>0</td>
</tr>
<tr>
<td>Manual</td>
<td>heavy</td>
<td>pulp &amp; bio</td>
<td>21.79</td>
<td>0.120</td>
<td>88.4</td>
<td>95.6</td>
</tr>
<tr>
<td>Manual</td>
<td>heavy</td>
<td>pulp &amp; sticks</td>
<td>10.19</td>
<td>0.089</td>
<td>40.0</td>
<td>33.4</td>
</tr>
<tr>
<td>Mechanized</td>
<td>light</td>
<td>pulp</td>
<td>4.20</td>
<td>0.294</td>
<td>29.6</td>
<td>0</td>
</tr>
<tr>
<td>Mechanized</td>
<td>light</td>
<td>all in sticks</td>
<td>5.50</td>
<td>0.177</td>
<td>0</td>
<td>56.3</td>
</tr>
<tr>
<td>Mechanized</td>
<td>light</td>
<td>no products</td>
<td>4.91</td>
<td>0.268</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mechanized</td>
<td>heavy</td>
<td>pulp</td>
<td>9.08</td>
<td>0.591</td>
<td>48.9</td>
<td>0</td>
</tr>
<tr>
<td>Mechanized</td>
<td>heavy</td>
<td>pulp &amp; bio</td>
<td>1.84</td>
<td>0.105</td>
<td>36.0</td>
<td>95.6</td>
</tr>
<tr>
<td>Mechanized</td>
<td>heavy</td>
<td>pulp &amp; sticks</td>
<td>1.83</td>
<td>0.067</td>
<td>15.9</td>
<td>29.3</td>
</tr>
</tbody>
</table>

* pmh = productive machine hours, includes operational delays
† gmt/ha = green metric tonnes per hectare
Felling, processing and piling productivity

The high variability of initial stand conditions made it difficult to isolate the influence of thinning intensity and of the products extracted. Nonetheless, for the manual system, heavy thinning appeared to reduce the area treated per hour, but showed little influence on the volume of pulpwod cut and piled per hour (table 5). In the variant where biomass was extracted, the extra work required for piling tops and branches near the extraction trails occupied 28% of the workers time thus reducing their productivity. The variant were trees were delimbed all the way to the top and the resulting sticks piled for extraction showed to be less demanding physically on the workers. The proportion of time used to process biomass was increased from 8% to 14% compared to the variant where top and branches were piled. On the other hand, the proportion of the time used for piling came down from 28% to 23% and workers clearly showed less sign of fatigue. In all cases of biomass piling, workers seemed to have excessively “cleaned” the site by piling almost everything that could be piled. Efficiency could have been gained by leaving behind some of the smallest branches and tops.

For the mechanised system, no real differences could be observed between the two thinning intensities. The slightly reduced productivity observed in the light thinning without any processing of the trees had more to do with differences in stand conditions. Nonetheless, the operator mentioned having more difficulties dropping certain trees in that variant if he tried doing it without processing a portion of the stem (using the rollers in the harvesters head accelerated dropping trees and helped not getting tangled). Hence, processing trees to extract pulpwood took little time while having the benefit of reducing the size of the crown of trees being put on the ground. Further processing the rest of the tree to extract biomass sticks showed a reduction of productivity. Analysis of the time and motion data showed no difference in the proportion of time used for processing between producing pulpwood with or without sticks. The extra time needed in the biomass variant was rather used to position the harvesting head and cut small unmerchantable trees to be processed into sticks, rather than simply crushing them as was done for a portion of the unmerchantable trees when only extracting pulpwood.

Even with the variable stand conditions, it was clear that the mechanized system was more productive, covering 4 to 10 times more area per pmh than the manual system.
Table 5. Thinning and processing productivity

<table>
<thead>
<tr>
<th>Harvesting system</th>
<th>Thinning intensity</th>
<th>Product extracted</th>
<th>Rate of treatment (ha/pm)</th>
<th>Time required (pmh/ha)</th>
<th>Pulpwood cut and piled (m³/pm)</th>
<th>Biomass cut and piled (gmt/pm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>manual</td>
<td>light</td>
<td>pulp</td>
<td>0.018</td>
<td>54.7</td>
<td>0.61</td>
<td>0.00</td>
</tr>
<tr>
<td>manual</td>
<td>heavy</td>
<td>pulp</td>
<td>0.010</td>
<td>98.9</td>
<td>0.59</td>
<td>0.00</td>
</tr>
<tr>
<td>manual</td>
<td>heavy</td>
<td>pulp &amp; bio</td>
<td>0.005</td>
<td>182.2</td>
<td>0.49</td>
<td>0.52</td>
</tr>
<tr>
<td>manual</td>
<td>heavy</td>
<td>pulp &amp; sticks</td>
<td>0.009</td>
<td>114.2</td>
<td>0.35</td>
<td>0.29</td>
</tr>
<tr>
<td>mechanized</td>
<td>light</td>
<td>pulp</td>
<td>0.070</td>
<td>14.3</td>
<td>2.07</td>
<td>0.00</td>
</tr>
<tr>
<td>mechanized</td>
<td>light</td>
<td>all in sticks</td>
<td>0.032</td>
<td>31.2</td>
<td>0.00</td>
<td>1.81</td>
</tr>
<tr>
<td>mechanized</td>
<td>light</td>
<td>no products</td>
<td>0.055</td>
<td>18.3</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>mechanized</td>
<td>heavy</td>
<td>pulp</td>
<td>0.065</td>
<td>15.4</td>
<td>3.18</td>
<td>0.00</td>
</tr>
<tr>
<td>mechanized</td>
<td>heavy</td>
<td>pulp &amp; bio</td>
<td>0.057</td>
<td>17.6</td>
<td>2.04</td>
<td>5.43</td>
</tr>
<tr>
<td>mechanized</td>
<td>heavy</td>
<td>pulp &amp; sticks</td>
<td>0.036</td>
<td>27.5</td>
<td>0.58</td>
<td>1.07</td>
</tr>
</tbody>
</table>

For the extraction of products to roadside, a few interesting observations were made. First, the pulpwood extracted was composed of four species group that had to be kept separate (softwoods, aspen, birches, maples), which meant that volume per hectare of each group was low. Both the farm tractor and the forwarder were able to load and maintain species separation for two species group at a time. Hence, they had to cover the same trail area twice for relatively low volumes. This certainly explains in part the low productivity observed (table 6).

For the manual system, the extraction of biomass sticks showed to be almost twice as productive as the extraction of unprocessed biomass. This was explained not only by the higher payload, but also on the reduced time required for loading. The unprocessed biomass showed to be a challenge to load while trying to limit damages to residual trees. Furthermore, it showed to be a safety issue for the operator standing at the controls (controls for the loader were mounted on the trailer). Piles of unprocessed biomass often have branches protruding that can pass through the safety mesh that is supposed to protect the operator.
For the mechanized system, the scenario where all the wood was processed into sticks without any kind of separation gave the highest productivity. This was explained by the presence of much bigger piles along the trail, requiring less travel during loading and by not having to maintain product separation in a load. When extracting unprocessed biomass or sticks in scenarios where the pulpwood was kept separate, the productivity was much lower mainly due to the much smaller piles along the trail.

<table>
<thead>
<tr>
<th>Harvesting system</th>
<th>Thinning intensity</th>
<th>Product extracted</th>
<th>Pulpwood extraction (m³/pmh)</th>
<th>Number of loads observed</th>
<th>Biomass extraction (gmt/pmh)</th>
<th>Number of loads observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>manual</td>
<td>light</td>
<td>pulp</td>
<td>3.17</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>manual</td>
<td>heavy</td>
<td>pulp</td>
<td>4.05</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>manual</td>
<td>heavy</td>
<td>pulp &amp; bio</td>
<td>3.38*</td>
<td>3*</td>
<td>2.64</td>
<td>18</td>
</tr>
<tr>
<td>manual</td>
<td>heavy</td>
<td>pulp &amp; sticks</td>
<td>3.38*</td>
<td>3*</td>
<td>4.68</td>
<td>2</td>
</tr>
<tr>
<td>mechanized</td>
<td>light</td>
<td>pulp</td>
<td>6.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mechanized</td>
<td>light</td>
<td>all in sticks</td>
<td></td>
<td></td>
<td>12.15</td>
<td>4</td>
</tr>
<tr>
<td>mechanized</td>
<td>light</td>
<td>no products</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mechanized</td>
<td>heavy</td>
<td>pulp</td>
<td>6.97*</td>
<td>9*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mechanized</td>
<td>heavy</td>
<td>pulp &amp; bio</td>
<td>6.97*</td>
<td>9*</td>
<td>5.73</td>
<td>4</td>
</tr>
<tr>
<td>mechanized</td>
<td>heavy</td>
<td>pulp &amp; sticks</td>
<td>6.97*</td>
<td>9*</td>
<td>5.36</td>
<td>2</td>
</tr>
</tbody>
</table>

*Loads from two or more treatment variations combined in this result

**Treatment cost**

Actual costs and mill prices were used to determine the net cost of performing each thinning variant (table 7). None of the variants generated an immediate profit (table 8). For the manual system, extracting pulpwood allowed to offset some of the cost of thinning. Light
thinning was the least costly option at a net cost of 482 $/ha. The heavy thinning, which is closest to the current semi-commercial thinning intensity in the nearby province of Québec, was performed at a cost of 733 $/ha. The observed cost for that variant is close to the average estimated cost of 835 $/ha used in the province of Québec (Agence de mise en valeur des forêts privées du Bas-St-Laurent 2015). Extracting biomass, on the other hand, did not seem to provide any clear financial benefits. The extraction of biomass in the form of sticks was the least costly option, but differences in pulpwood volume per hectare between variants contributed to making this option less desirable.

The mechanized system showed to be least costly when only the pulpwood was extracted, with the exception of the heavy thinning variant with unprocessed biomass. As stated before, the pulpwood with biomass variant was observed in a section of the stand that was much denser than the rest of the stand, yielding much more pulpwood and biomass. The heaviest thinning intensity was the least costly at a rate of 539 $/ha. From the observations made, it is very unlikely that the extraction of biomass could contribute in the reduction of overall thinning costs in common stand conditions.

Table 7. Rates used in financial calculations

<table>
<thead>
<tr>
<th>Service</th>
<th>Rate ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loggers ($/pmh)</td>
<td>22.00</td>
</tr>
<tr>
<td>Farm Tractor and trailer ($/pmh)</td>
<td>42.00</td>
</tr>
<tr>
<td>Harvester ($/pmh)</td>
<td>110.00</td>
</tr>
<tr>
<td>Forwarder ($/pmh)</td>
<td>80.00</td>
</tr>
<tr>
<td>Pulpwood Transportation cost to the mill ($/m³)</td>
<td>10.00</td>
</tr>
<tr>
<td>Pulpwood mill price ($/m³)</td>
<td>45.00</td>
</tr>
<tr>
<td>Biomass grinding ($/gmt)</td>
<td>6.10</td>
</tr>
<tr>
<td>Biomass transportation cost to the mill ($/gmt)</td>
<td>10.00</td>
</tr>
<tr>
<td>Biomass mill price ($/gmt)</td>
<td>38.00</td>
</tr>
</tbody>
</table>
Table 8. Distribution of costs and revenues.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>pile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>manual</td>
<td>light</td>
<td>pulp</td>
<td>1204</td>
<td>441</td>
<td>332</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>heavy</td>
<td>pulp</td>
<td>2176</td>
<td>608</td>
<td>586</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>heavy</td>
<td>p. &amp; bio</td>
<td>4009</td>
<td>1098</td>
<td>884</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>heavy</td>
<td>p. &amp; sticks</td>
<td>2512</td>
<td>497</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>light</td>
<td>pulp</td>
<td>1572</td>
<td>395</td>
<td>296</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>light</td>
<td>sticks</td>
<td>3427</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>light</td>
<td>no prod.</td>
<td>2014</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>heavy</td>
<td>pulp</td>
<td>1689</td>
<td>561</td>
<td>489</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>heavy</td>
<td>p. &amp; bio</td>
<td>1937</td>
<td>413</td>
<td>360</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>heavy</td>
<td>p. &amp; sticks</td>
<td>3020</td>
<td>183</td>
<td>159</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Travel distance standardized to 85 meters

4. Conclusion

This trial tested a range of semi-commercial thinning options that non-industrial landowners in New Brunswick are considering for stands that have grown beyond the pre-commercial stage. The results of this preliminary study suggest that treating dense natural stands to a semi-commercial thinning is technically feasible with either a manual or mechanized system. Given the variability in initial stand conditions encountered, thinning costs appeared to be in the same range for both harvesting systems. Extraction of pulpwood showed to offset...
some of the costs of thinning in both systems suggesting a net cost ranging somewhere between 500 $/ha and 700 $/ha.

Extraction of biomass, whether processed into sticks or unprocessed, showed to cover for its costs only in the best stand conditions. However, for the manual system, this task was very demanding physically and raised safety issues. Furthermore, for both systems, the extraction phase of biomass appeared to be a significant cause of damage to residual trees. The extent of the damages observed was sufficient to suggest that this option may not be viable given the implicit stand improvement goal of a thinning treatment.

In the context of a shrinking workforce and of limited funding to support silviculture on small non-industrial forest, a heavy thinning using a mechanized system extracting pulpwood, appears as the most promising option for a semi-commercial thinning treatment.
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There have previously been two conventional options of forest management and harvesting methods for small-scale forest owners in Japan. One is the outsourcing of silvicultural treatments and harvesting operations to a forest owners' cooperative or logging contractors. The other is that of family-based labor with harvesting carried out by mini-forwarders or short-span cable systems. In the latter option, low productivity is compensated with value-adding activities such as intensive silvicultural management for the production of high quality niche timber products, the cultivation of non-industrial forest byproducts, self-processing of harvested timber, etc. In recent decades a further option has become available, i.e., self-harvesting operation oriented to the production of “normal” quality timber. This option is most effectively realized with a high-density spur road network and using small-sized winch equipped excavators. There are three important enabling factors: government subsidy for spur road construction, technological outreach of methods of spur road construction that are adapted to steep terrain, and the uptake of low quality wood recovery systems (“wood stations”) organized by local communities. These allow every local forest owner or contractor to ship recovered low quality timber for a designated constant selling price. The station then stores the shipped timbers, classifies them, and re-sells them to wood chip companies or woody biomass utilization plants. The existence of such enterprises and the additional revenue stream they generate has encouraged local small-scale forest owners to resume management of formerly abandoned forest stands.

Keyword: Small scale forestry, small-sized harvesting system, self-employed labor, by-products, woody biomass utilization

1. Introduction

One of the most urgent challenges in the forest and forestry sector in Japan is how to increase harvesting volumes in order to match the growing forest stock resources (Forest
Agency 2014a, 2014b). Until now it has been considered that the increased levels of logging system mechanization are the most appropriate solution, coupled with aggregation of small dispersed forest stands into larger lots. That is because there are many individual small private forest owners: 75% own less than 5 hectares (ha) and 88% own less than 10 ha (Forest Agency 2014a). The majority of small woodland owners are old and find it increasingly difficult to undertake forest management and logging operations by themselves. They are beginning to outsource such works to contractors such as Forest Owners' Cooperatives or private forestry contractors. However, there is renewed interest in part of the sector in self-employed logging and shipping of harvested products to supply wood markets or biomass utilizing facilities.

In this paper, first we present four case studies of private forest owners in the Kochi prefecture in mid-western Japan. Each completed a questionnaire about their management strategies: we attempt here to interpret current trends among private forest owners. Linking this with additional reported information on regional utilization of woody biomass, we propose practical options for small-scale forest operations and management for non-industrial landowners in Japan.

2. Methods

We selected four typical private forest owners in the Kochi prefecture, one of Japan’s 47 municipal blocks. The Kochi prefecture is located in mid-western Japan, has relatively steep terrains compared to other prefectures, and has an active forestry sector. We visited each of the owner’s sites and interviewed their approach to forest management. Figure 1 illustrates the location of each site, coded A, B, C, and D. We attempt to link this information to additional details such as the status of road network, method of logging system, main products from the forests, etc.
3. Results

Table 1 summarizes the results of our investigation into the four cases. For all four, the main species planted were Sugi (Japanese Cedar) and Hinoki (Hinoki Cypress), Japan’s most popular conifer plantation species.

Case A was a single forest owner who manages less than 10ha of forest land. A 2.0 meter wide road network is used by a mini-forwarder, which is propelled by rubber crawlers, has 1-2 tonne of loading capacity, and is usually equipped with a winch in order to accomplish short range cable logging (Nakahata et al. 2014). For normal timber production, the owner entrusts harvesting operations to the crews of a nearby Forest Owners’ Cooperative. In addition, he also cultivates pole-sized timber, known as “Migaki maruta” (polished timber), for use in the construction and maintenance of traditional Japanese wooden houses (Shugi Kitayama Forestry Culture Association 2015). After processing and polishing the poles himself, they command a high price in sales to house builders, almost ten times that of an equivalent
volume of normal timber. Part of his forest is used for cultivating two broad leaved trees, Sakaki (Cleyera japonica) and Shikimi (Illicium anisatum), for ornamental usage. Twigs of 30-50cm length are used in Buddhist and Shintoist daily ritual decorations (Editorial Staff 1966), a popular Japanese customs especially in the local area. The sale of these twigs is a useful side business to his more mainstream forestry activities.

Table 1. Four case studies of private forest owners

<table>
<thead>
<tr>
<th>Case/item</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Municipality</td>
<td>Tosa town</td>
<td>Nankoku city</td>
<td>Aki city</td>
<td>Kounan city</td>
</tr>
<tr>
<td>Ownership</td>
<td>Private</td>
<td>Private company</td>
<td>Private company</td>
<td>Private, multiple owners</td>
</tr>
<tr>
<td>Area</td>
<td>Less than 10ha</td>
<td>188ha</td>
<td>ca. 330ha</td>
<td>N.A. (ca. 20ha)</td>
</tr>
<tr>
<td>Road density</td>
<td>N.A.</td>
<td>85m/ha</td>
<td>150m/ha</td>
<td>N.A.</td>
</tr>
<tr>
<td>Road width</td>
<td>2.0m</td>
<td>2.5m</td>
<td>3.0m</td>
<td>3.5m</td>
</tr>
<tr>
<td>Logging system</td>
<td>Mini forwarder*</td>
<td>Mini forwarder, 3t class excavator equipped with grapple</td>
<td>2t truck, 8t class excavator equipped with grapple and winch</td>
<td>Tower yarder, processor (13t class excavator base)</td>
</tr>
<tr>
<td>Logging crew</td>
<td>Self-employed labor, contractor (Forest Owners' Cooperative or private forestry contractors) Saw timber, polished pole (self-processed), ornamental twigs</td>
<td>Contractor (private forestry contractor)</td>
<td>Self-employed logging crew</td>
<td>Contractor (Forest Owners' Cooperative)</td>
</tr>
<tr>
<td>Products</td>
<td>Saw timber, polished pole (self-processed), ornamental twigs</td>
<td>Saw timber, pulp wood</td>
<td>Saw timber, pulp wood</td>
<td>Saw timber, pulp wood</td>
</tr>
</tbody>
</table>

*: Mini forwarder has 1-2t loading capacity, is equipped with winch, and propelled by crawlers.

The Case B forest owner is a private company located outside of the prefecture. It uses a private forestry contractor for almost all forest management operations such as the construction and maintenance of the road network, thinning, etc. The contractor uses a 3
tonne-class excavator for road construction, a mini forwarder and an excavator equipped with grapple for logging, and a light-weight truck (350kg loading capacity) for maintenance work. The main products are timber for good quality saw logs and pulp wood for low quality logs.

The forest owners in Case C were a family owing several large forest lots amounting to several hundred hectares. They organize a forest management company that manages this area and other similar areas. They prepared a road network with a density of 150m/ha in order to allow winch logging over short distances of up to 20-30m. Forest management works and logging operations are also performed by the same company. The main machines are 8 tonne-class excavators equipped with a grapple and winch. The well maintained 3.0 meter wide roads allow 2 tonne-class trucks to transport logs from the logging site.

In Case D, a Forest Owners’ Cooperative in the area consolidated different forest owners’ stands into a single lot. The consolidation was implemented under the “Forest and Forestry Revitalization Plan” that was developed by the Ministry of Agriculture, Forestry and Fisheries in December 2009 (Forestry Agency 2010). The plan also enhanced the mechanization of harvesting operation by introducing high-performance machines such as European tower yarders. The Forest Owners’ Cooperative in this area started to use one such tower yarder in 2011 and has accomplished some effective logging operations with the machine (Setiawan et al. 2012; Nakazawa et al. 2012). Because the tower yarder is normally used over logging distance of 100-200m, the required road density is low at around 50m/ha. However, the machines, which include a 13 tonne-class excavator-based processor, are large, so road width has to be rather wide at 3.5m. Within this area most of forest owners are landowners with little intension to undertake forest management works themselves. The Forest Owners’ Cooperative enables thinning operations to take place through the economy of scale achieved by consolidating adjacent forest stands and forest owners.

4. Discussion

Three of the four cases described above use small scaled logging systems with narrow (2-3m) road networks. In general, the operational efficiency of logging systems with smaller scaled machines is lower than that with larger scaled machines. On the other hand, larger scaled machines incur higher hourly costs. The resulting overall cost, i.e., hourly cost divided by productivity, will be lower only if the accomplished performance of the system is sufficiently high compared with its hourly cost (Setiawan et al. 2013). Figure 2 illustrates the relationships between productivity, hourly cost, and the resulting overall cost for a mini-forwarder system and a tower-yarder system (Suzuki et al. 2015). These productivities were obtained from
related studies (Taniyama 2004; Nakazawa et al. 2012; Nakahata 2014) and the hourly costs were calculated by a conventional methodology (Miyata 1980; National Forestry Extension Association in Japan 2001). Data from a swing yarder system (Setiawan et al. 2013) are also shown in Figure 2; the swing yarder is normally a 13 tonne-class excavator equipped with a grapple and a combination of winch drums that enable running skyline logging operations over distances of up to 100m.

As Figure 2 shows, both productivities and hourly costs of the systems with larger machines are higher than those of smaller systems, and the productivities are sufficiently high that resulting net costs are lower than for systems using smaller machines. It should be noted that resulting costs of the mini forwarder system are almost 10,000 JPY (Japanese Yen) whereas typical saw timber price is 10,000 JPY or lower (Nakahata et al. 2013). When the labor cost is not taken into account (for example because of self-employment), the resulting cost of the mini forwarder system reduces to around 5,000 JPY and becomes competitive. A similar situation was observed in the implementation of a local woody biomass recovery project, operated from 2007 to 2011. In that case, the recovered amount of residue logs shipped using a smaller forestry system was much larger than that achieved by larger systems. The main reason for this
was that operators in the smaller system were self-employed and able to compensate labor costs into their operational costs (Suzuki et al. 2009 and 2013). That is, private forest owners tend to choose smaller sized systems which have rather low performance but also demand low investment costs. Toyama et al. (2012) analyzed long term forest management regimes using a total cost simulator in order to propose the best alternatives under a range of forestry scenarios. Although their model adopted a typical mechanized harvesting system, they pointed out in their discussion section that their findings might have been different had they considered the use of small scale, self-employed systems (Toyama et al. 2012).

The low efficiency of small scaled systems is partly due to the extent of motor-manual processing. However, the market price of timber per volume ranges widely (7,000 to 40,000 JPY/m3) even for small diameter timber (Nakahata et al. 2013). This is mainly due to the wide variation in detail and demand for sawn timber. In other words, there is a possibility of raising sale prices by offering more precise choice of diameter and bucking length. This is something that can be achieved more easily when motor-manual bucking with a chainsaw than in a machine bucking system with a processor.

The forest owner in Case A attempts to maximize profits by self-processing polished poles and the cultivation of ornamental/religious ritual twigs. A new market for low quality timber has recently emerged in many places that suits many private forest owners, generally known as a “wood station”. Wood station enterprises are operated by local communities for the collection of low quality timber such as logging residues, shipped by individual forest owners with a designated constant selling price. These are used for local woody biomass facilities such as firewood boilers for hot spar facilities, or else transported to chipping companies for use in the pulp wood sector. As shown in Figure 3, the cost per kWh is currently lower for woody biomass fuels than fossil fuel (Suzuki et al. 2014; Takamura et al. 2015).
Large woody biomass installations such as power generation plants need vast amount of wood fiber (for example, 100,000m³/year is required to sustain a 5000kW of output). For the supply of such large plants, large scale recovery systems are more suitable. There are four such large woody biomass plants in the Kochi prefecture (Figure 1). The principal suppliers of wood fiber to these plants are logging contractors and Forest Owners’ Cooperatives.

For small scale utilization of woody biomass, such as log or chip boilers, smaller scale recovery systems are most appropriate. Figure 4 compares the total cost of the boilers for hot spar facilities with an output of 220kW, which use around 300m³/year (Suzuki et al. 2012 and 2014). The total combined cost, considering both fixed and variable costs, of woody fuels is lower than that of fossil fuel. The cost is lowest for boilers using dry chip. However, firewood boiler costs are also significantly lower than the fossil fuel alternative. Firewood boiler facilities, combined with a wood station recovery system nearby, are now an emerging trend in small scale woody biomass utilization in Kochi and also in other areas of Japan (Figure 1).
5. Conclusions

We considered four case studies of private forest owners, each typical of the patterns observed throughout Japanese forestry. For private forest owners with fewer than 100 ha, Cases A and D represent the most practical options. Case A is characterized by the use of small scale machines on narrow roads, a self-developed management plan, implementation of intensive silvicultural practice resulting in high quality timber production, and in some cases the outsourcing of some operations to private forestry contractors or a Forest Owners’ Cooperative. Case D is more suitable for forest owners who cannot carry out actual management works by themselves, with all operations entrusted to Forest Owners’ Cooperatives. In turn, these Cooperatives consolidate such forest owners, prepare appropriate road networks, and are thus able to perform harvesting operations using large scale, highly efficient systems.

There is one more option to consider here, a modified version of Case A: a self-harvesting operation oriented for the production of “normal” quality timber. In the last decade numbers of young forest workers entering the sector have increased as a result of enhanced government support (Forestry Agency 2011, 2014a, 2014b). Government subsidy for road network construction and the technological outreach of methods of narrow road construction adapted to steep terrain are also contributing factors. Combined with emerging low quality timber utilization system such as those typified by wood station enterprises, numbers of self-operating small scale private forest owners can be expected to increase in rural areas. It can also be expected that local small-scale forest owners will resume forest management in
previously abandoned stands because of increases in income from normal forest management activities.
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In the Southeastern United States, logging equipment operators often work shifts in excess of 10 hours. Evidence suggests that exposure to noise and vibration may have adverse impacts on both worker health and productivity (Jack and Oliver 2008, Stansfeld and Matheson 2003). We monitored logging equipment operators at eight sites in the southeastern United States to better quantify the exposure to occupational noise and whole body vibration. Twenty-seven logging equipment operators were measured for exposure to noise and whole body vibration. Personal noise dosimeters were used to collect noise exposures while seat pad accelerometers were used to capture vibration exposures. Both sets of data were collected during at least four hours of representative machine operation. The data were collected from eleven wheeled skidder operators, eight wheeled feller-buncher operators, and eight loader operators from seven different logging crews. Wheeled skidders had the highest average whole body vibration exposure at 1.58 m/s² Aeq(8), wheeled feller-bunchers followed at 1.04 m/s² Aeq(8), and finally loaders at 0.64 m/s² Aeq(8), all of which exceed the ISO 2631 recommended action limit. The value for skidders exceeded both the ISO 2631 exposure limit value and the European Union Directive exposure limit value (1.15 m/s²). The majority of the noise exposures were below the OSHA Action Limit of 85 dBA, but due to the long hours, almost all operators received more than the ISO EU recommended daily noise dose.

Keyword: Logging, vibration, noise

1. Introduction

Workers in the logging industry average nearly twice the injury rate of all private industry, and logging continues to be one of the most dangerous jobs in the United States. As recently as 2013, logging was listed as the occupation with the highest fatal injury rate (BLS 2013). So hazard reduction has been focused on reducing fatalities and acute, traumatic injuries. One of the most effective means of reducing these types of injuries has been increased
mechanization in logging (Axelsson 1995, Bordas et al 2001). In the southeastern USA injury rates decreased with mechanized logging when compared to logging with manual tree felling operations (Roberts and Shaffer 2005).

Equipment operators now account for the largest portion of the logging workforce (Smidt 2011), and they replaced deckhands and chainsaw operators as the most frequently injured crewmember (Roberts et al 2005). Hazardous exposures to whole body vibration, repetitive motion, and long work hours have increased due to mechanization. The adverse effects of these exposures are very difficult to measure in workers compensation claims or federal injury surveys due to the chronic nature of the injuries. Assigning a cause at the time of treatment is difficult given that workers may change industries several times in their career.

Logging machine operators are exposed to an array of risk factors for the development of musculoskeletal disorders. These risk factors include whole body vibration (WBV), static and awkward postures, and repetitive movements (Bovenzi and Betta 1994, Jack and Oliver 2008, Neitzel and Yost 2010, Shan et al 2013, Tiemessen et al 2008). Operators are also exposed to relatively high job stress, long hours, and are likely to be obese (Axelsson 1995, Lynch et al 2014, Smidt 2011). These factors contribute to frequent musculoskeletal complaints and hearing loss among logging machine operators (Axelsson 1995).

Whole body vibration (WBV) levels associated with logging equipment operation have been shown to exceed standards (Jack and Oliver 2008). These levels have been related to machine type (Neitzel and Yost 2002) or age of the equipment or the manufacturer (Davis and Kotowski 2007, Gerasimov and Sokolov 2009). This exposure has also been linked to the aggressiveness of the operator, with vibration levels in the vertical direction increasing by more than fifty percent with the most aggressive driver as compared to the least (Wegscheid 1994).

Long-term exposure to WBV has been found to contribute to fatigue, central nervous system disturbances, lower back pain and injuries, vision problems, and adverse effects to the digestive and genital/urinary systems (Bovenzi and Hulshof 1999, Neitzel and Yost 2002, Seidel 1993). Extended exposure to WBV has been found to significantly increase the potential for the development of low back pain (Tiemessen et al 2008, Bovenzi and Betta 1994, Bovenzi 1996, NIOSH 1997, Bovenzi and Hulshof 1999). Logging machine operators frequently work shifts in excess of 10 hours (Smidt 2011), and duration of exposure to WBV has been related to low back pain more consistently than the magnitude of the vibration (Bovenzi 1996). These negative health outcomes may explain why after many years in logging, machine operators are not able to maintain high levels of productivity (Synwoldt and Gellerstedt 2003).

Exposure to high levels of noise, those greater that 85 decibels, may contribute to noise induced hearing loss (NIHL). Logging equipment in the U.S.A. typically operated at noise levels...
that exceed the OSHA standard’s time weighted average (TWA) of 90 dBA for full shift exposure (Neitzel and Yost 2002, Fonseca 2009), and significant hearing loss may be common among equipment operators (Axelsson 1995, Fonseca 2009, Jack and Oliver 2008). Lewark (2005), however, stated based on his review of available research, that noise is only a minor problem for logging machine operators, but that noise levels greater than just 60 dBA could negatively impact operator concentration, mood, heart rate, and blood pressure. Some other research suggests that WBV when combined with noise exposure has a synergistic effect on NIHL (Jack and Oliver 2008, Seidel 1993).

It is generally accepted that logging equipment has improved over the past 20 years, but there is little research in the US quantifying operators’ exposure to WBV and noise and improvements based on machine design. There are regulations regarding occupational noise exposure, but there are currently no regulations in the US covering occupational WBV exposure.

Low back pain and hearing loss are prevalent chronic injuries among logging equipment operators (Axelsson 1995, Hagen et al 1998, Neitzel and Yost 2002). With low back pain being repeatedly connected to WBV exposure (Tiemessen et al 2008, Bovenzi and Betta 1994, Bovenzi 1996, NIOSH 1997, Bovenzi and Hulshof 1999) and noise known to cause noise induced hearing loss, these risk factors became the focus of this experiment. The goal of this research was to describe the WBV exposure and occupational noise exposure of US southeastern logging operators.

2. Methods

A research proposal was submitted and accepted by the Internal Review Board at Auburn University, Auburn, Alabama. Twenty-seven logging equipment operators were measured for exposure to noise and WBV. Data were collected on 12 different days over an eight-week period in the summer of 2014 from seven different logging crews. The research involved recruiting logging machine operators for observation on the job for a duration of four or more hours. To be included in the study, a logging crew had to have at least one skidder, one loader, and one feller-buncher in operation on any given day. Some crews had a fourth machine in operation, and in those cases, that operator was also observed. This fourth machine was typically a second wheeled skidder, although one crew was in the process of purchasing a new loader, so one operator was observed in the old loader, and a second was observed in the new loader once it was in use. Crews were chosen based on the logging system used (mechanized rather than manual) and their relative proximity to Auburn, Alabama, U.S.A.
Participants included eleven wheeled skidder operators, seven wheeled feller-buncher operators, and nine loader operators.

Observation included an accelerometer (Larson Davis) placed on the seat of the machine. The device was placed under the ischial tuberosities (“sit bones”) of the operators in accordance with ISO 2631 guidelines. Accelerometer data recorded the vibration exposure of the operator with biodynamic root-mean square acceleration in three mutually perpendicular axes (x, y, and z) in accordance with ISO 2631 – 1 1997. The accelerometer was placed before the shift, and removed after at least four hours of self-reported representative work. Personal noise dosimeters (Cirrus doseBadge) were also used. They were placed on the shoulder of an operator in their hearing zone. The shoulder was selected based on operator preference. The dosimeters were data logging and measured the noise exposure on two channels. The first channel was set to the OSHA permissible exposure limit, which is based on a 90 dBA criterion level, 80dBA threshold level, a 5dBA exchange rate, 115 dBA ceiling, and a slow response. The second channel was set to the ISO European Union standards with an 80 dBA criterion level, a 3 dBA exchange rate, and fast response.

Observations were conducted over multiple days when at least 4 hours of a typical shift for each machine did not occur on the first day. Dosimeters and accelerometers were calibrated pre and post shift, and data was downloaded directly to a personal computer immediately after collection.

At the end of the observation, a body part discomfort scale was administered to participants. The scale lists parts/areas of the body (neck, upper back, lower back, and right and left shoulder, elbow/forearm, wrist/hand, hip/thigh/buttock, knee, ankle/foot), and has the user check the amount of discomfort experienced in that body part/area. The scale went from zero indicating no discomfort, to ten, indicating worst discomfort ever. Participants were also asked to have anthropometric measurements taken. Anthropometric data was necessary to provide appropriate descriptive data on the participants to account for any operator characteristics that might confound analysis of machine characteristics. This took place before the shift and required no more than an hour.

Participants were also asked to complete a survey. The survey was developed to assess worker demographics, frequency of machine use, machine preference, machine age, time spent in particular postures, and neck and back pain experienced over the past year. It included 10 sections with a total of 34 items, taking no more than 30 minutes to complete. Participants were allowed to either complete the survey on their own pre or post shift, or to have it given orally.
3. Results and Discussion

Average age of participants was 41 (20-64) with two responses left blank and a standard deviation of 11.2. The average years in logging was 16 (1-40), and average equipment age was 2.5 years (0-10). Most machines were manufactured by John Deere (20). Only 7 were not (4 Caterpillar and 3 Tiger cat). Twenty (74%) of the machines had air suspension seats.

Survey responses were collected for 26 participants (96% response rate), and of those, 96% (24) reported experiencing at least mild neck or back pain over the previous year, and 80% (20) believed that pain was at least in part related to their work in the logging industry. This was consistent with previous research on pain experienced by logging machine operators. In several surveys in Sweden, 40-60 percent of logging machine operators reported experiencing pain or ache in the neck or shoulders over the previous year. Swedish loggers, who have highly mechanized logging processes much like the southern United States, also had very high rates of neck pain and MSDs (Lewark 2005, Synwoldt and Gellerstedt, 2003).

Dosimeter data was collected on all 27 participants. Total dosimeter run time was 251:26:48, with a mean dosimeter run time of 9:10:46. The average TWA was 77.17 dBA (53.9-88.8), but because so many exposures exceeded eight hours, it is more descriptive to look at the Equivalent Continuous Level of noise level recorded (LAeq). When a noise varies over time, the LAeq is the equivalent continuous sound that would contain the same sound energy as the time varying sound. It can be thought of as a type of average, where noisy events have a significant influence. The average LAeq was 82.90 dBA(73.7-88.8) and the average dose based on the ISO EU standard with the more conservative and more widely accepted 3dBA exchange rate was 120.59% (9-371). We found no notable differences in average exposure by machine: feller-buncher 78.24 (58.5-86.5), loader 73.63 (53.9-85.3), and wheeled skidder 79.38 (64.0-88.8).

Total accelerometer run time was 128:45, with an average accelerometer run time of 4:46 per machine (Total/Average, machine = 53:20/4:50, wheeled skidder; 36:05/5:09, feller-buncher; 39:20/4:22, loader). Total average vibration exposure for Aeq(8) across all vectors was 1.05 m/s². All of the average values were above the ISO recommended exposure action limit and above the European Union Directive of 0.5m/s² for Aeq(8).

Average Aeq(8) for loaders was found to be 0.64 m/s². There is no current data on vibration exposure from loaders of this type (knuckleboom, trailer mounted), and the values in this small sample were the lowest of the three machines. However, this value is still above the ISO recommended action limit and within the ISO health guidance caution zone. Wheeled feller-bunchers followed with an Aeq(8) at 1.04 m/s². This value is also above the ISO exposure
action limit, and also above the ISO exposure limit value. Wheeled skidders had the highest average whole body vibration exposure at 1.58 m/s². This is above both the ISO exposure action limit and the exposure limit value, it is also the only average that was above the European Union Directive exposure limit value of 1.15m/s² Aeq(8).

Table 1: Average equivalent acceleration by machine.

<table>
<thead>
<tr>
<th>Machine</th>
<th>N</th>
<th>Aeq8 Mean (SD)</th>
<th>Hours Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feller</td>
<td>7</td>
<td>1.04 (0.42)</td>
<td>5.15 (3.39)</td>
</tr>
<tr>
<td>Loader</td>
<td>9</td>
<td>0.64 (0.32)</td>
<td>4.37 (2.13)</td>
</tr>
<tr>
<td>Skidder</td>
<td>11</td>
<td>1.58 (0.34)</td>
<td>4.85 (2.42)</td>
</tr>
<tr>
<td>Skidder*</td>
<td>10</td>
<td>1.49 (0.19)</td>
<td>4.3 (1.68)</td>
</tr>
</tbody>
</table>

*extreme value removed

An ANOVA was performed to detect possible differences in the mean Aeq8 per machine group. This test was significant (p<0.001). One of the skidder measurements was noticeably higher than others (Aeq8 = 2.455, over 10 hours measured), so another ANOVA was performed after removing this data point, and the test remained significant. Post-hoc tests using the Tukey correction for multiple comparisons indicates that the average skidder Aeq8 level was statistically different from both the feller and loader, but there was no difference between feller and loader.

Although research on WBV and noise exposure in logging equipment in Europe is rather vast, the available research on WBV and noise exposures in the logging industry in the US is still lacking. There have been several studies in North America that measured vibration from typical forest machines, mainly skidders (Cation et al., 2008; Golsse, 1990; Golsse, 1992; Hope and Golsse, 1987; Neitzel and Yost, 2002; Wegscheid, 1994), and there is a general sense that machines have improved over time both in terms of operator comfort and maintenance characteristics (Axelsson 1995).

All average recorded WBV exposures exceeded the ISO 2631 guideline for an eight-hour workday. These exposures are likely impacting operator health and productivity. Operators in this sample reported high rates of neck and back pain. Pain is indicative of possible musculoskeletal issues, a likely result of long term exposure to WBV, especially when combined with the awkward postures, repetitive movements, and frequent jarring common in logging machines. Also, it has been noted that the ISO standard does not take this jarring into account, and underestimates health risks associated when shocks are present (Bovenzi 1996). Operators are frequently encountering shocks from trees, tree stumps, rocks, and sharp changes in the
terrain. So, it is likely the exposure values would be even higher were shocks better incorporated. The roughness of the terrain is also likely to have a large effect on the vibration levels, as well as operator choices in path and speed.

Almost all noise levels were below the action level of 85 dBA, but due to the long hours, almost all operators received more than the ISO EU permissible daily dose. The constant noise over a ten or more hour shift, although not over the limit, would certainly wear on the operators.

Neitzel and Yost (2002) reported high utilization of hearing protection (83.7%) in 2002 among workers in large forestry products companies, but no use of hearing protection was observed during this research. When asked about hearing loss, participants indicated this was not a high priority issue. The lack of use may be related to a lack of hazard recognition or knowledge, and may also have to do with a perception that the use of hearing protection indicates a personal weakness of some kind. Neitzel and Yost (2002) observed large forestry companies while this study observed small logging firms (fewer than 12 employees), which may have contributed to the limited compliance with hearing conservation practices.

A limitation of this study is that sample size was small, but there is no reason to believe that these results are not typical for other full tree harvesting systems utilizing a wheeled skidder, feller-buncher, and loader in the southeastern U.S.A. Another weakness was the fact that observation only took place during one season, so it does not account for any possible seasonal variations in work practices or workload.

4. Conclusion

As the logging industry moves toward mechanization, we have seen that injury and fatality rates are stable. However there is limited surveillance data to detect increases in musculoskeletal disorder occurrence among logging workers. To make any reasonable progress on reduction in hazard exposure, logging contractors will have to focus on chronic adverse health effects resulting from cumulative exposures. A long term or large population based surveillance is needed to understand whether WBV and noise are problems in southern logging. The larger study should involve the collection of accelerometer and personal noise dosimeter data on many more participants across crews on a variety of machines, with observation over a variety of conditions and seasons.

There is clearly a strong relationship between long-term exposure to WBV and many negative health outcomes (fatigue, central nervous system disturbances, lower back pain and injuries, vision problems, and adverse effects to the digestive and genital/urinary systems).
Several of these would impact productivity, and more importance should be placed on reducing lifetime exposure in logging machine operators. As this exposure takes place over several years, it would be difficult to assess at what point the damage is done. Logging machine operators may not stay with one machine their career. New operators are usually assigned the skidder. With increasing skill and experience those operators may move to the loader or the feller-buncher. The career path could reduce the lifetime vibration exposure, but the health effects may have already taken their toll. Research should be done to see if job shifting during a career as a logging machine operator could mitigate some of the health effects associated with that long-term exposure to WBV.

Hazard control for WBV can be partially accomplished through owner and operator education into the health effects of vibration exposure. Manufacturer’s improvement in design may also reduce these exposures. Owners should train operators to balance productivity with slower speeds and avoidance of obstacles, steep rises, or sharp dips in terrain to reduce vibration and jolting and jarring. Owners should also allow and even encourage operators to take frequent short breaks and to change postures while operating as often as possible. The implementation of administrative controls like job rotation and instituted breaks are also options. Those solutions would require more research and education of operators and owners on the costs and benefits of these measures.

All of the machines in this study had average vibration levels recorded that were less than the WBV levels delivered to operators in the research conducted by Neitzel and Yost and reported in 2002. The skidders in this study, despite delivering vibration exposures above recommended limits from both ISO and the EU, still had levels less than those studied by Wegschied (1994). This supports the idea that advancements are being made, but further improvements are still needed. European countries have already implemented regulations for WBV exposure, and it would be prudent for US manufacturers, owners, and operators to reduce the level of WBV exposure as much as practical.

Noise is still an issue in these machines, and long-term exposure can be disabling. It does appear that the exposures are mainly a concern because of the long work hours. Reduced exposure to noise would likely be a benefit with any of the measures aimed at the reduction of WBV exposure. Future efforts should include further investigation into the inclusion of shocks into whole body vibration standards and guidelines and work on a more thorough body of research examining whether or not there are any combined impacts of noise and vibration.
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The current boom of forest biomass is making chippers increasingly popular among forest operators. This motivates concern about the potential exposure of chipper operators to wood dust and diesel exhaust, both recognized cancer agents. However, no studies have yet determined the exposure of chipper operators to wood dust and diesel exhaust (PAHs, BTEX) which makes it difficult to estimate the level of occupational hazard and suggest suitable countermeasures. This study surveyed both industrial and small-scale chipping operations, conducted in the northern Apennine. During the survey 60 samples were collected using standardized methods. For the purpose of the tests, each operator carried wearable active samplers connected to suction pumps, as well as passive samplers. When operators sat inside an enclosed cab, samples were also collected outside the cab in order to gauge the effectiveness of a protected work station. Exposure to dust varied widely with wood conditions and operation type, and it occasionally exceeded the 5 mg/m3 legal limit. Operators working inside a cab were three times less exposed than operators working outside, and they were never exposed to concentrations exceeding the legal limit. In contrast, we could not detect any measurable exposure to BTEX, while exposure levels for PAHs were very low. PAH concentration was significantly higher inside cabs than outside. None of the operators involved in this research was exposed to BTEX or PAHs above occupational exposure limits.
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1. Introduction

In recent years, interest in replacing fossil fuels with renewable energy sources has increased throughout the world (Krausmann et al. 2008, Vasco and Costa 2009, Hall and Scarse 1998, Nurmi 2007).

Chipping is a fundamental process of all energy wood chains because renders the wood material into homogeneous particles suitable for automated heating plants (Strehler 2000). It also reduces the apparent volume of forest residues, facilitating handling and transportation (Angus-Hankin et al. 1995, Pottie and Guimier 1985).
The growing interest in forest biomass is making mobile chippers increasingly popular, launching a trend towards even larger industrial machines (Spinelli and Magagnotti 2010). It is already know that the working environment in logging operations can be very dusty (Mitchell 2011) and chipping process generates a quite considerable quantity of wood fines. Hardwood dust and diesel exhaust are considered as cancer agents by the International Agency for Research on Cancer (IARC 1995, IARC 2012). This justifies concern about the potential exposure of mobile chipper operators to wood dust and diesel engine exhaust.

It is extremely important to determine exposure to wood dust because high exposure levels can cause occupational diseases (Moscati et al. 2002) and the irritant effect of wood dust is well documented (Senear 1933, Woods and Calnan 1976, ILO 1983). The most common effects involve the respiratory tract and the eyes (Holness et al. 1985, Li et al. 1990, Pisanello et al. 1991, Liou et al. 1996)

In Italy, the legal limit for the exposure to inhalable fraction of wood dust is 5 mg/m³ for hardwood or any mixture of hard and softwood (D.Lgs. 81/2008), in line with European Directive 38/1999, based on an 8-hour working day.

However, upper airway symptoms may manifest at exposure levels as low as 1 mg/m³ (Foà et al. 2008), which is also the recommended exposure limit according to the US National Institute for Occupational Safety and Health (NIOSH).


The exposure of chipping operators to wood dust, PAHs and BTEX has never been studied. This makes it difficult to estimate occupational risk and suggest measures to avoid and minimise risk.
The aims of this research were:
1) to determine the exposure of mobile chipper operators to wood dust, PAHs and BTEX;
2) to verify if exposure differed between industrial and small-scale operations;
3) to measure possible abatement of exposure afforded by placing the operator inside an enclosed cab;
4) to check for any correlations between exposure levels and other measurable operational factors (wood moisture content, air humidity, chipper productivity, fuel consumption, mean chip length and percent incidence of fine particles in the chip product.

2. Materials and methods

The research was conducted on 28 commercial chipping operations in the northern Apennine ranges of Central Italy. Two types of chippers were tested: powerful industrial chippers (300-400 kW) used by professional operators and small-scale chippers (100-150 kW) for non-continuous use.

Industrial operations included both truck-mounted and forwarder-mounted chippers working at landing and fed with a knuckleboom loader (Figure 1). A single operator, sitting inside an enclosed cab, steered the machine.

Small-scale operations were equipped with tractor-powered and tractor-towed chippers with a crew of two or three operators who worked near the chipper infeed opening (Figure 2). In most cases, a loader was assisting the feeding and moved the wood from the stacks to the edge of the infeed opening, where operators picked it up and pushed it in.
The study included 179 samplings: 60 for wood dust (41 of which were personal samples), 59 for BTEX (40 personal) and 60 for PAHs (41 personal). The duration of each sampling session ranged between 3 and 8 hours.

During the tests, chipper operators wore different specific samples to collect the inhalable fraction of wood dust and to measure exposure to BTEX and PAHs.

The wood dust sampler was an active SKC button sampler connected by transparent flexible tube to a Gilian 5000 pump set at a flow of 4 l/min. The sampler was in steel and had a porous curved-surface inlet designed to improve the capacity to collect inhalable dust, and the same time, to avoid access to oversize “projectile” particles thrust toward the samples. Collection of such particles would bias the sampling because they are too heavy for being inhaled with the respiration. The sampler contained a fibreglass membrane that intercepted any wood dust aspired by the pump through the holes in the shield.

Exposure to BTEX was determined with a Radiello® passive personal sampler and exposure to PAHs was measured with a two-stage active IOM sampler with teflon membrane and XAD2 amberlite phial connected to a Gilian 5000 pump set at 2 l/min.

On industrial operations, the selectors were worn by the operator inside the cab and a second complete set was mounted outside the cab, where the operator would be if the machine was not fitted with a cab (figure 3). This was done to quantify the protection afforded by the cabin in terms of reduction of exposure to wood dust and exhaust gas.
On small-scale sites, all operators involved in chipping wore a sampling unit. The portable pumps were attached to the worker’s belt and the samplers were placed to a distance of 10 cm from the operator’s face, to the right or to the left depending on whether the operator was right-handed or left-handed.

During sampling, the pumps were periodically checked for correct functioning and position of the devices.

During each test, a portable weather station was used to record air temperature, air humidity and air pressure.

Machine productivity and fuel consumption were determined with suitable time studies (Magagnotti and Spinelli 2012). Special attention was paid to separated work time from delay time, when the engine may be turn off. Quantity of chips produced during each test was determined by measuring all chips loads with a certified weighbridge. Chip samples were collected to determine moisture content and particle size distribution.

At the end of each sampling, the Radiello cartridge and the pump membranes were removed and placed in their containers. On reaching the office and before sending them to the laboratory, the membranes for wood dust were further shielded and stored in a dry place, whereas the exhaust gas samplers were placed in a freezer.

Between one sampling and the next, the pumps were recalibrated with a reference flow meter to correct any changes in performance and maintain the flow at 4 l/min for wood dust and 2 l/min for exhaust gas.

Data were statistically analysed using Statview for Windows (SAS 1999)
3. Results

The study highlighted a significant difference between operation types, in terms of productivity and fuel consumption. Compared to small-scale operations, industrial operations were 5.6 times as productive and used 3.5 times as much as fuel per hour. Fuel consumption per unit product was 37% lower for industrial operations.

Table 1 shows values of exposure to wood dust in both operations. The maximum limit of 5 mg/m³ was only exceeded twice, during industrial operations and outside the protected cab environment.

<table>
<thead>
<tr>
<th></th>
<th>Small-scale</th>
<th></th>
<th></th>
<th>Industry</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mg/m³</td>
<td>mg/m³</td>
<td>mg/m³</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean exposure</td>
<td>1.08</td>
<td>1.75</td>
<td>0.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum exposure</td>
<td>0.22</td>
<td>0.19</td>
<td>0.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum exposure</td>
<td>3.66</td>
<td>10.24</td>
<td>3.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.89</td>
<td>2.68</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The cab sharply reduced exposure to wood dust and operators working inside a cab were three times less exposed the operators working outside. It was interesting to observe that the protective effect of the cab seemed to increase with the concentration of wood dust outside, up to a certain point, above which it fell sharply (Figure 4).

Figure 4. The protective effect of the cab seems to increase with the concentration of wood dust outside the cab up to a certain point.
The concentration of wood dust outside the cabin was related to wood moisture content and productivity. As expected, the concentration of wood dust increased with productivity and decreased with moisture content. For the same moisture content, industrial operations produced more wood dust than small-scale operations, due to the greater quantity of material chipped per unit time. Fortunately, most of the operators on industrial sites work inside a cab. Operators on small-scale operations were more exposed to wood dust. In most cases, they do not work full time with the chipper but alternate chipping with other tasks.

On all operations, concentrations of BTEX and PAHs were well below legal limits (Table 2). In samples obtained outside the cab, BTEX were always below quantification limits. Carcinogenic PAHs in personal samples were always below quantification limits, whereas in two environmental samples concentrations were extremely low. The hydrocarbons that more often exceeded quantification limits were naphthalene, fluorene and phenanthrene.

<table>
<thead>
<tr>
<th>Table 2 Exposure to PAHs and naphthalene in exhaust gas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Small-scale operations</strong></td>
</tr>
<tr>
<td>Mean exposure</td>
</tr>
<tr>
<td>Standard deviation</td>
</tr>
<tr>
<td>Minimum exposure</td>
</tr>
<tr>
<td>Maximum exposure</td>
</tr>
<tr>
<td><strong>Industrial operations -- external</strong></td>
</tr>
<tr>
<td>Mean exposure</td>
</tr>
<tr>
<td>Standard deviation</td>
</tr>
<tr>
<td>Minimum exposure</td>
</tr>
<tr>
<td>Maximum exposure</td>
</tr>
<tr>
<td><strong>Industrial operations -- internal</strong></td>
</tr>
<tr>
<td>Mean exposure</td>
</tr>
<tr>
<td>Standard deviation</td>
</tr>
<tr>
<td>Minimum exposure</td>
</tr>
<tr>
<td>Maximum exposure</td>
</tr>
</tbody>
</table>

The highest PAH levels were measured inside the cab and exposure values were higher in winter, when it was necessary to turn on the cab heating. Exhaust gas may have entered through the heating system or been trapped in the cabin due to poor ventilation. The finding could also have depended on a combination of factors, such as air fresheners, detergents, fluids or spare parts kept inside the cab.
4. Conclusions

The results were generally encouraging. No operator was exposed to concentrations of wood dust, PAHs or BTEX above the current legal limits. Exposure to benzene and PAHs was practically zero, whereas for wood dust it was quantifiable and this aspect should be considered when choosing the type of chipper and in planning work sites. Measures to reduce exposure to wood dust should not only concern the chipping operation but also maintenance. Technological development of motors and good maintenance play an important role in reducing exposure to PAHs and BTEX. Protection against PAHs, BTEX and wood dust should be a priority, since these substances are not only irritants but also dangerous carcinogens that can cause severe occupational diseases.
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The present study applied terrestrial LiDAR with an optimal bucking algorithm to Japanese cypress and Japanese cedar at the Funyu experimental forest, Utsunomiya University, Japan. The root mean squared errors (RMSEs) between small end diameters of logs that were obtained below 10 m and measured using manual and terrestrial LiDAR were within 2 cm. Log diameters were normally rounded to 2 cm; therefore, the RMSEs were within allowable ranges. However, RMSEs were increased according to an increase in small end heights because of branches. Furthermore, the understory vegetation also disrupted laser scanning. The economic balance considering sweep from terrestrial LiDAR was estimated. As a result, the profit was estimated to be 177,511 yen, which was close to that estimated by manually measured data, at 195,500 yen. Without considering sweep, profit was overestimated as 214,175 yen. The use of an optimal bucking algorithm improved the profit to 233,576 yen (USD1 = 119 yen).
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1. Introduction

LiDAR technology is commonly used to obtain basic information about terrain and vegetation. Airborne LiDAR can measure crown surfaces and calculate the height and number of trees. Stem volumes and stand volumes can then be estimated using data including crown volume, tree height, and the number of trees (Ito et al. 2011). However, airborne LiDAR cannot directly measure stem shape and volumes (Kato et al. 2014). In contrast, terrestrial LiDAR has been used to obtain detailed descriptions of stem shape such as taper, sweep, and lean (Murphy et al. 2010). The present study applied terrestrial LiDAR with an optimal bucking algorithm (Nakahata et al. 2014) to Japanese cypress (165 logs from 24 stems) and Japanese cedar (18 logs from two stems) at the Funyu experimental forest, Utsunomiya University, Japan.
2. Materials and Methods

Study sites included 32- and 62-year-old Japanese cypress (Chamaecyparis obtusa) and Japanese cedar (Cryptomeria japonica), which are major plantation species in Japan (Figure 1, Photo 1). Areas measured by terrestrial LiDAR (Photo 2) were 0.71 ha and 0.37 ha in size, and contained 1,138 and 441 trees in 32- and 62-year-old forests, respectively. Therefore, stand densities were 1,603 stems/ha and 1,192 stems/ha. Average DBH, height, and branch height were 18.79 cm, 16.08 m, and 5.8 m in the 32-year-old forest and 26.08 cm, 22.69 m, and 13.5 m in the 62-year-old forest. DBH, height, and diameters at 4- and 6-m heights were measured and compared with terrestrial LiDAR data obtained for 63 trees and 58 trees from 32- and 62-year-old forests, respectively (Table 1 and 2).
Time studies of a clearcutting operation were conducted in the 62-year-old forest (Figure 1). In total, 114 logs from 15 stems were extracted by a ground based system, which included the use of chainsaw felling, processor processing, and grapple loader piling. Additionally, 62 logs were extracted from 10 stems by a tower yarder (Table 3, Photo 3). The average yarding and preyarding distances were 50 m and 5 m, respectively. Productivity and costs were estimated based on results obtained from the time studies. Revenues were estimated using a price list that included length, sweep class, and diameter at a log auction market (Table 4). Sweep classes were classified by the ratio of sweep to small end diameters, including 12% for A, 12–20% for B, and 20% for C.
Table 3 Study sites in a clearcutting operation

<table>
<thead>
<tr>
<th></th>
<th>No. Stem</th>
<th>No. Log</th>
<th>Log volume (m³/log)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground based</td>
<td>15</td>
<td>114</td>
<td>0.082</td>
</tr>
<tr>
<td>Tower yarder</td>
<td>10</td>
<td>62</td>
<td>0.099</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>176</td>
<td>0.088</td>
</tr>
</tbody>
</table>

3. Results

Average errors (manually–LiDAR) of DBH and height were -0.34 cm and 0.42 m in the 32-year-old forest, and 0.47 cm and 0.68 m in the 62-year-old forest, respectively (Table 1, Figure 2). Root mean square errors (RMSEs) of DBH and height were 1.33 cm and 2.29 m in the 32-year-old forest, and 1.35 cm and 1.41 m in the 62-year-old forest, respectively. Log diameters were normally rounded to 2 cm; therefore, RMSEs of DBH were within allowable ranges. The RMSE of height in the 32-year-old forest was higher than that in the 62-year-old forest because of higher stand density.

Table 4 Price list

<table>
<thead>
<tr>
<th></th>
<th>Japanese cypress</th>
<th>Japanese cedar</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Length</strong> (m)</td>
<td><strong>Sweep class</strong> (cm)</td>
<td><strong>Diameter</strong> (cm)</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>6–14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16–28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30–</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>6–14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16–</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>6–</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>11–14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16–</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>6–14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16–28</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>6–</td>
</tr>
</tbody>
</table>
Diameters of 63 and 58 trees at 4- and 6-m heights in the 32- and 62-year-old forests were measured manually. However, terrestrial LiDAR only detected diameters of 60 and 55 trees at 4- and 6-m heights in the 32-year-old forest, and 55 and 51 trees at 4- and 6-m heights in the 62-year-old forest due to the presence of branches, especially at 6 m (Table 2, Figure 3). Average errors of diameters at heights of 4 and 6 m were -0.61 cm and -1.08 cm in the 32-year-old forest, and -0.03 cm and -0.05 cm in the 62-year-old forest. RMSEs of diameters at 4 and 6 m were 1.28 cm and 1.97 cm in the 32-year-old forest, and 1.11 cm and 1.20 cm in the 62-year-old forest. RMSEs of measurements from the 32-year-old forest were higher than those from the 62-year-old forest. However, both RMSEs were still within allowable ranges.
The small end diameters, sweep, and ratio of sweep to the small end diameter of 176 logs were measured manually. However, terrestrial LiDAR only detected 150 logs (Table 5). The average error of small end diameters was -1.85 cm and RMSEs were 3.33 cm. RMSEs were beyond allowable ranges. Errors and RMSEs increased with increasing small end heights because of branches (Figure 4). Furthermore, understory vegetation also disrupted laser scanning. Therefore, RMSEs below 5-m small end heights were higher than those between 5 and 10-m small end heights, especially sweep (Figure 5).

Table 5 Results of small end diameter, sweep, and ratio according to heights

<table>
<thead>
<tr>
<th>Height</th>
<th>Manual Logs</th>
<th>LiDAR Logs</th>
<th>Small end diameter (cm) Average</th>
<th>Error</th>
<th>RMSE</th>
<th>Sweep (cm) Average</th>
<th>Error</th>
<th>RMSE</th>
<th>Ratio (%) Average</th>
<th>Error</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 m</td>
<td>32</td>
<td>32</td>
<td>22.83</td>
<td>-0.37</td>
<td>1.55</td>
<td>2.50</td>
<td>0.15</td>
<td>1.39</td>
<td>11.40</td>
<td>1.15</td>
<td>6.80</td>
</tr>
<tr>
<td>10 m</td>
<td>40</td>
<td>40</td>
<td>20.38</td>
<td>-0.75</td>
<td>1.43</td>
<td>1.04</td>
<td>-0.46</td>
<td>0.78</td>
<td>5.29</td>
<td>-1.85</td>
<td>3.71</td>
</tr>
<tr>
<td>15 m</td>
<td>38</td>
<td>33</td>
<td>16.63</td>
<td>-2.37</td>
<td>3.80</td>
<td>1.14</td>
<td>-1.50</td>
<td>2.60</td>
<td>7.03</td>
<td>-6.62</td>
<td>12.06</td>
</tr>
<tr>
<td>20 m</td>
<td>53</td>
<td>40</td>
<td>12.51</td>
<td>-3.44</td>
<td>4.46</td>
<td>1.38</td>
<td>-2.31</td>
<td>3.34</td>
<td>12.00</td>
<td>-11.38</td>
<td>17.52</td>
</tr>
<tr>
<td>20 m -</td>
<td>13</td>
<td>5</td>
<td>8.16</td>
<td>-4.02</td>
<td>6.88</td>
<td>1.68</td>
<td>-2.65</td>
<td>3.55</td>
<td>21.74</td>
<td>-12.43</td>
<td>15.17</td>
</tr>
<tr>
<td>Total</td>
<td>176</td>
<td>150</td>
<td>16.74</td>
<td>-1.85</td>
<td>3.33</td>
<td>1.48</td>
<td>-1.12</td>
<td>2.34</td>
<td>10.01</td>
<td>-5.15</td>
<td>11.62</td>
</tr>
</tbody>
</table>

Figure 3 Results of diameters at 4-(left) and 6-m (right) heights.
Logs were bucked into 14 4-m logs, 74 3-m logs, and 88 2-m logs (Figure 6). However, terrestrial LiDAR detected 14 4-m logs, 72 3-m logs, and 64 2-m logs. Terrestrial LiDAR could not detect two 3-m logs and 24 2-m logs. The 2-m logs were bucked from the bottom and top of trees for which laser scanning was disrupted by the understory and branches (Figure 7).
Productivities $P$ (m$^3$/h) were estimated from time studies, and costs $C$ (yen/m$^3$) were estimated based on labor (2,609 yen/h), and machinery expenses (i.e., chainsaw, 402 yen/h; tower yarder, 2,759 yen/h; processor, 4,054 yen/h; and grapple loader, 2,359 yen/h).

Chainsaw felling: $C_C = \frac{105}{V_n} + 178 \text{ yen/m}^3$  \hspace{1cm} (1)

Tower yarder yarding: $C_T = 5x + 16y + 442 \text{ yen/m}^3$  \hspace{1cm} (2)

Processor processing: $C_P = \frac{(242Vla+23)n+156}{Vla\times n} \text{ yen/m}^3$  \hspace{1cm} (3)

Grapple loader piling: $C_G = \frac{150}{Vla\times n} + 246 \text{ yen/m}^3$  \hspace{1cm} (4)
where $V_n$ is the stem volume (m$^3$/stem), $x$ and $y$ are yarding and preyarding distances (m), and $V_{la}$ and $n$ are the average log volume from the stem (m$^3$/log), and the number of logs from the stem, respectively.

In addition, truck transportation expenses were estimated as 1,300 yen/m$^3$. Handling fees for a Forest Owners’ Co-operative were estimated as 3% of revenues. In the log auction market, handling fees were estimated as 5% of revenues and piling fees were estimated as 700 yen/m$^3$.

Next, economic balances were estimated considering sweep from terrestrial LiDAR. As a result, the profit was estimated as 177,511 yen, which was close to that estimated by manually measured data, at 195,500 yen (Figure 8). Although terrestrial LiDAR detected only 150 out of 176 logs, the revenues estimated by the LiDAR data were almost similar to those estimated by manually measured data, because logs that were not detected by terrestrial LiDAR were almost 2-m in length, which obtain relatively lower prices (Figure 9).

In this study, terrestrial LiDAR was used to obtain detailed descriptions of stem shape such as taper, sweep and lean. If terrestrial LiDAR was not used, sweep class was not classified. If all logs were classified as A for sweep class, the profit was overestimated at 214,175 yen. Therefore, terrestrial LiDAR was effective in obtaining a detailed description of stem shape and in estimating revenues considering sweep class. The use of an optimal bucking algorithm increased the profit to 233,576 yen.
4. Discussions

In this study, the use of terrestrial LiDAR could provide a detailed description of stem shape. If terrestrial LiDAR was not used, sweep class was not classified. If all logs were classified
as grade A for sweep class, the profit was overestimated. Therefore, terrestrial LiDAR was effective in obtaining a detailed description of stem shape and in estimating revenues taking into account sweep class. However, large areas could not be measured or were difficult to measure with terrestrial LiDAR. The use of an optimal bucking algorithm successfully improved the profit in this study. However, the optimal bucking algorithm should be applied in the fields. Therefore, to reduce workload of terrestrial LiDAR measurements and to conduct real time optimal bucking, a harvester or other forestry vehicle-mounted LiDAR systems should be developed (Rossmann et al. 2010).

In July 2011, the “Feed-in Tariff (FIT) Scheme for Renewable Energy Use” was introduced in accordance with a new legislation entitled the “Act on Purchase of Renewable Energy Sourced Electricity by Electric Utilities.” Under the FIT program, electricity generated from a woody biomass is to be procured for 20 years at a fixed price (without tax) for unused materials such as logging residue: 32 yen/kWh, general materials such as sawmill residue: 24 yen/kWh, and recycled materials such as construction waste wood: 13 yen/kWh (Agency for Natural Resources and Energy, 2012). Incentives are offered for power generated from unused materials, which is expected to promote the use of logging residue in the near future. Tops and branches are dominant logging residues. However, terrestrial LiDAR could not accurately measure the tops and branches. Combining airborne and terrestrial LiDAR would allow the tops and branches to be measured more accurately (Kato et al. 2014).
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Maine consists of millions of acres of small diameter stands that are in need of intermediate treatments. A recent study by Hiesl et al. (2015) has shown that a whole-tree harvesting system can economically thin such stands. Data for this study was collected from one site only and part of the analysis was based on a simulation. In this paper we present a sensitivity analysis of three key input variables of that simulation (twitch size, trucking distance, and product value). We further included one observation from a second site into our analysis. Results show that product value has the greatest impact on profit, with a change of one dollar in product value being responsible for a 10% change in profit. Unit cost of production at the additional site is more than twice as high as reported by Hiesl et al. (2015), whereas profits are less than half. This clearly shows that there is lots of variation in unit cost and productivity based on feller-buncher productivity. One of the key differences between the two sites was the experience of the operators in small diameter stands. This research shows that the thinning of small diameter stands, using a small feller-buncher, can be profitable, but can also turn into a loss.

Keywords: New England, Northeast, CAT 501, biomass, wood chips

1. Introduction

Precommercial thinning (PCT) is a common silvicultural treatment used in the early management of conifer forests across North America and Europe (Bataineh et al. 2013; Olson et al. 2012; Zhang et al. 2006). The effects of PCT on tree growth have been investigated and documented for a wide range of forest types (Bataineh et al. 2013; Olson et al. 2012; Pitt and Lanteigne 2008; Zhang et al. 2006), however, this treatment represents a significant financial investment by the landowner which must be carried many years before a commercial harvest. In Maine, millions of acres of forestland are in need of PCT or have already passed the point of economic feasibility. The question that now arises is How can we treat these stands?

Clearly these stands need to be thinned to increase growth and yield. Whether or not this thinning is commercial or precommercial depends on whether or not any profits can be
made. One factor that determines whether a profit can be made is the cost of the equipment that is used to thin these stands, while another factor may be the operator experience and proficiency. A cut-to-length (CTL) harvesting system consisting of a harvester and forwarder is commonly used to thin softwood stands (see Hiesl and Benjamin 2013). Unpublished data of studies by Hiesl (2013) and Benjamin et al. (2013), however, indicate that thinning small diameter stands with a CTL system is undesirable due to an increase in break downs, such as thrown chains and a low productivity. The use of a whole-tree (WT) harvesting system consisting of a feller-buncher, grapple skidder, and slide-boom delimer is also undesirable due to an increase in sorting time for unmerchantable stems (unpublished data of Hiesl 2013) and the high costs of feller-bunchers commonly used in Maine.

Using a smaller feller-buncher and replacing the slide-boom delimer by a chipper is one option in the search of a profitable harvesting system to commercially thin small diameter stands. In the winter of 2013/2014 the Cooperative Forestry Research Unit at the University of Maine thinned a long-term herbicide and PCT research study (Bataineh et al. 2013; Newton et al. 1992a; Newton et al. 1992b), using such a system (Site A). Results of this study show similar productivity, unit cost, and profit, across three different removal intensities (Hiesl et al. 2015). This study, however, is lacking a sensitivity analysis of the input variables and a comparison of unit cost and profit to other sites. In 2013, data was collected from a similar harvest site using the same feller-buncher (make and model) but a different operator (Site B). Data from both sites can be used to evaluate the effect of operator and site conditions on unit cost of production and profit.

Our objectives were to conduct a sensitivity analysis for three of the major input variables (twitch size, trucking distance, and product value) at Site A, and to compare the unit cost and profit of Site A to data collected from Site B.

2. Methods

Site Selection

Detailed information about Site A is described in the publications of Newton et al. (1992a), Newton et al. (1992b) and Bataineh et al. (2013). The study site is located in Somerset County, Maine (45.20°N, 69.70°W). Mean annual precipitation is 40 in., with 40% of it occurring from June through September. The site was clear-cut in 1970 and a herbicide screening trial designed to release naturally regenerated conifers from competing hardwoods was installed seven years later. Sixteen years after harvest, each herbicide treatment unit (approximately 2.5 acres each) was split, with one half being pre-commercially thinned to approximately 700 trees...
per acre and the other half left unthinned. During this study only the unthinned treatment units were commercially thinned.

In 2012, nine fifth-acre measurement plots were installed in a subset of the unthinned treatment units. Species, dbh, total height, and height to the base of the live crown were recorded for all trees >3 inches in dbh. Quadratic mean diameter at breast height (QMD) for these plots ranged from 4.0 in. to 5.4 in. with stand densities ranging from 1,300 to 2,225 trees per acre (Table 1). Based on stem density, all stands were dominated by balsam fir (Abies balsamea (L.) Mill.), and consisted of between 4% and 28% red spruce (Picea rubens Sarg.), 1% to 30% quaking aspen (Populus tremuloides Michx.), and up to 35% of other tree species such as paper birch (Betula papyrifera Marshall), yellow birch (Betula alleghaniensis Britt.), eastern white pine (Pinus strobus L.), and northern white cedar (Thuja occidentalis L.). Individual treatment units ranged in size from 1 to 1.8 acres (Table 1). Plot 10U was used as a training plot and was removed from further analysis.

A detailed description of the experimental design at Site A can be found in Hiesl et al. (2015). In short, three different thinning prescriptions, with three replications each, were implemented. The nominal thinning prescriptions were designed to remove 33%, 50%, or 66% of the standing softwood volume using a modified thinning-from-below prescription, which included the removal of large balsam fir (dbh > 8 in.) to ensure utilization of such trees before butt rot decreases their value (Tian 2002).

Site B was thinned in the summer of 2013. QMD, stand density, and basal area were similar to Site A (Table 1). Species composition, however, consisted entirely of hardwoods (American beech (Fagus grandifolia Ehrh.), bigtooth aspen (Populus grandidentata Michx.), sugar maple (Acer saccharum Marshall), and red maple (Acer rubrum L.)). The removal intensity at Site A was a 67% removal of basal area, which is comparable to the 50% volume removal prescription of Site A (Table 1).

**Equipment Selection, Measurements, and Simulation**

All treatment units at Site A were thinned using a whole-tree harvesting system consisting of a CAT 501 feller-buncher and a John Deere 648 Gill grapple skidder. The CAT 501 feller-buncher was chosen for its narrow track width and small machine size. Although this machine is not widely used in Maine, productivity data of this machine in similar high density stands showed potential for economically feasible thinnings (Benjamin et al. 2013). A truck mounted Prentiss 325 loader was used to feed a Morbark Model 23 disk chipper. Detailed
information about the feller-buncher time collection, extraction time simulations, and volume estimates can be found in Hiesl et al. (2015).

Table 1: Individual tree and stand attributes for all treatment units and harvest sites.

<table>
<thead>
<tr>
<th>Plot</th>
<th>Treatment unit (ac)</th>
<th>QMD* (in)</th>
<th>Stand Density (trees/ac)</th>
<th>Basal Area (ft²/ac)</th>
<th>Hardwood Component (%)</th>
<th>Prescription (%)*</th>
<th>BA Removed (%)</th>
<th>Removal (tons)</th>
<th>Feller-Buncher Productivity (tons/PMH)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Site A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2U</td>
<td>1.2</td>
<td>4.4</td>
<td>1,685</td>
<td>177</td>
<td>21</td>
<td>33</td>
<td>57</td>
<td>109.8</td>
<td>22.5</td>
</tr>
<tr>
<td>4U</td>
<td>1.0</td>
<td>4.4</td>
<td>1,705</td>
<td>181</td>
<td>27</td>
<td>66</td>
<td>77</td>
<td>64.1</td>
<td>11.7</td>
</tr>
<tr>
<td>10U</td>
<td>1.2</td>
<td>4.6</td>
<td>1,485</td>
<td>171</td>
<td>23</td>
<td>33</td>
<td>62</td>
<td>64.2</td>
<td>11.5</td>
</tr>
<tr>
<td>13U</td>
<td>1.5</td>
<td>4.1</td>
<td>2,225</td>
<td>199</td>
<td>14</td>
<td>33</td>
<td>63</td>
<td>82.1</td>
<td>7.9</td>
</tr>
<tr>
<td>16U</td>
<td>1.4</td>
<td>5.4</td>
<td>1,300</td>
<td>207</td>
<td>7</td>
<td>66</td>
<td>80</td>
<td>99.5</td>
<td>11.7</td>
</tr>
<tr>
<td>18U</td>
<td>1.6</td>
<td>4.0</td>
<td>2,175</td>
<td>187</td>
<td>10</td>
<td>66</td>
<td>79</td>
<td>138.3</td>
<td>15.3</td>
</tr>
<tr>
<td>22U</td>
<td>1.8</td>
<td>4.2</td>
<td>2,220</td>
<td>217</td>
<td>2</td>
<td>50</td>
<td>68</td>
<td>138.6</td>
<td>16.3</td>
</tr>
<tr>
<td>24U</td>
<td>1.3</td>
<td>4.6</td>
<td>1,420</td>
<td>168</td>
<td>37</td>
<td>50</td>
<td>68</td>
<td>103.7</td>
<td>13.9</td>
</tr>
<tr>
<td>27U</td>
<td>1.2</td>
<td>4.6</td>
<td>1,485</td>
<td>169</td>
<td>15</td>
<td>50</td>
<td>69</td>
<td>73.8</td>
<td>15.5</td>
</tr>
<tr>
<td><strong>Site B</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>4.0</td>
<td>1,575</td>
<td>140</td>
<td>100</td>
<td>50*</td>
<td>67</td>
<td>-</td>
<td>3.9</td>
</tr>
</tbody>
</table>

*Removal of standing softwood volume, #Estimated hardwood volume removal

Unit cost was calculated using hourly machine rates of $103 to $135 USD/PMH for the feller-buncher, $90 to $115 USD/PMH for the grapple skidder, $40 USD/PMH for the loader, and $62 to $94 USD/PMH for the disk chipper. For the grapple skidder the number of twitches per treatment unit was estimated based on the harvest volume using an average twitch size of 3 tons. We assumed that the twitches were evenly distributed along the trails within the treatment unit. Trucking costs to the mill in this region are $2.67 USD/mile (Benjamin 2014). Round-trip trucking distance for biomass chips was assumed to be between 30 and 60 miles. The average load size per truck was 26.7 tons. Mill delivered biomass chips value was supplied by an anonymous source in the industry at $35 USD/ton. A more detailed description of the simulation setup for the wood extraction can be found in Hiesl et al. (2015).

Site B was also thinned by a CAT 501 feller-buncher and for the purpose of comparing the difference in unit cost and profit we assumed that the feller-buncher removed 105 tons from an area of 1.4 acres. These values represent the average condition of a treatment unit with a 50% volume removal (Table 1). The major difference at Site B was a different operator in the feller-buncher. An analysis of variance in combination with Tukey’s HSD pairwise group comparison was used to compare the unit cost of production and profit between individual treatments and sites.
Sensitivity Analysis

A sensitivity analysis was conducted to understand how profit reacts to small changes of an independent variable. For this we individually changed the input variables of twitch size, trucking distance, and product value at Site A. The baseline twitch size in this study was 3 tons. We changed the twitch size from 1.5 to 4.5 tons in increments of 0.1 tons to understand the sensitivity of profit to small changes in twitch size. The round-trip trucking distance for this analysis ranged from 10 to 110 miles, with an average of 60 miles as our baseline. We increased trucking distance in 10 mile increments. To understand the impact of product value on profit we used a range of $20 to $50 USD/ton, with one dollar increments.

3. Results

Sensitivity Analysis

A reduction in twitch size by half resulted in a profit reduction of over 40% (Figure 1 – top row). In general, a reduction of twitch size had a large negative effect on profit, whereas an increase in twitch size had a considerably smaller, but positive, effect on profit. This relationship holds true across all three removal intensities.

Changing the round-trip trucking distance resulted in a change in profit of up to 50% (Figure 1 – middle row). This change was positive with decreasing trucking distance but became negative with increasing trucking distance. Results clearly showed that reducing the trucking distance by 10 miles can increase profit by as much as 10%. The relationship between trucking distance and change in profit is negative linear and extends to the same amount in either direction.

The biggest impact on productivity was found when changing product value (Figure 1 – bottom row). An increase or reduction in product value of $15 USD/ton could lead to a change in profit of up to 150%. Even a small reduction of $1 USD/ton can decrease profit by up to 10%. The relationship between product value and change in profit is positive linear and extends to the same amount in either direction.
Figure 1: Sensitivity analysis results for three thinning treatments (33%, 50%, 66% removal) at Site A. The top row shows results for changes in twitch size, the middle row shows results for changes in round-trip trucking distance, and the bottom row shows results for changes in product value. The lines in each plot represent the different treatment units and the associated feller-buncher productivity. With the exception of the 33% removal prescription (n=2) all thinning treatments have three observations.

Site and Operator Comparison

For Site A, biomass harvest costs ranged from $13.55 USD/ton to $30.66 USD/ton, with an average of $20.45 USD/ton (Figure 2). For site B, the harvest costs ranged from $35.54 USD/ton to $48.53 USD/ton, with an average of $42.04 USD/ton. An analysis of variance, followed by Tukey’s HSD pairwise group comparison, showed that there was no difference in unit cost of production between the individual prescriptions at Site A (p > 0.929) but between
Site A and Site B (p <0.003). Profit at Site A ranged from $4.37 USD/ton to $21.45 USD/ton, with an average of $14.55 USD/ton (Figure 3). At site B, profit ranged from -$0.54 USD/ton to -$13.53 USD/ton, with an average of -$7.04 USD/ton. An analysis of variance, followed by Tukey’s HSD pairwise group comparison, showed that there was no difference in profit between the individual prescriptions at Site A (p > 0.929) but between Site A and Site B (p <0.003).

Figure 2: Unit cost of production for three different treatments at Site A and one thinning treatment at Site B.
4. Discussion

Productivity of harvesting equipment is one factor that can influence the profit that can be achieved. The literature indicates that factors such as tree size, species, twitch size, and skidding distance affect productivity (see Hiesl and Benjamin 2013b). At Site A there was no control over tree size and species. Thus we did not include these two variables in our sensitivity analysis. Further, skidding distance can have a great impact on skidder productivity (Hiesl 2013; Han et al. 2004; Kluender et al. 1997), however, in our study the skidding distance was held constant. We acknowledge that for every 100 ft increase in skidding distance the productivity will decrease by more than 4% (Hiesl 2013) and thus our results would look different with varying skidding distances. Further, a recent study by Hiesl et al. (in review), showed that with an increasing skidding distance it becomes more economical to use a second grapple skidder. Such an addition of a skidder would also change the results.

Twitch size depends on the number of stems, and the average tree size, but also on the loading capacity of the skidder. The individual operator has no influence on the average tree size on a given harvest site, however, he can increase the number of stems in a twitch to increase the twitch size. Our results clearly showed that increasing the twitch size by one ton increases profits by up to 10%. Reducing the twitch size by one ton, however, decreases profits by up to 30%. This exponential behavior is not surprising as the number of twitches does not...
decrease by much when increasing the twitch size, but does increase to a large number when decreasing the twitch size. Owing to the calculation of the number of twitches the change in profit follows a sawtooth-pattern. In this case the total volume removed is divided by average twitch size and rounded to the next higher whole number.

Trucking distance has been shown to affect driving speed (Mousavi and Naghdi 2013). Even though a longer trucking distance increase trucking speed, the total time consumption increases as well. Such an increase in time consumption subsequently increases the trucking costs and decreases the profit. It is therefore not surprising to see that the profit increases with decreasing trucking distance and vice versa. In our study, however, we assumed a constant trucking speed and used costs provided by one logging contractor in Maine. In contrast to other states, the availability of trucks in Maine is limited and has been shown to highly influence the non-productive time of chippers (Hutton 2015). These are all factors that need to be considered when applying our results to other regions.

Although not easily influenced, product value is the largest driver in whether or not a profit can be achieved. Our sensitivity analysis results clearly showed that a change of one dollar per ton can cause a 10% change in profit. Such a change in profit might be enough to warrant a longer trucking distance to a mill that pays slightly more for the product.

Results of Hiesl et al. (2015) indicates that the unit cost of production and unit profit of a whole-tree harvesting system operating in small diameter stands are similar across three removal intensities. Their paper further suggests that the unit profit for such a system across three removal intensities is higher than $4 USD/ton. Data for their study has been collected from one site only and therefore might be overly optimistic. As the CAT 501 feller-buncher is not a commonly used machine in the state of Maine, additional data is limited. In 2013, however, we did a productivity study of such a machine in a stand that is comparable to Site A. The observed productivity of that machine was less than half of what has been observed by Hiesl et al. (2015). This difference lead to a unit cost of production more than twice as high as observed at Site A. Subsequently the unit profit was twice as low, not even breaking even.

A difference in unit cost and profit was expected, however, a difference of such a magnitude was surprising. Equipment operators in harvesters and feller-bunchers have been shown to have a large effect on productivity (Hiesl and Benjamin 2013a; Purfürst and Erler 2011; Kärhä et al. 2004). At Site A the equipment operator had over 30 years of experience working in feller-bunchers, and over two years of experience working in such stand conditions. The operator at Site B had a few years of feller-buncher experience, but only three months of experience in small diameter stands with the CAT 501 feller-buncher. There clearly is a difference in operator experience, which might explain the difference in productivity. This
comparison also shows that choosing the right operator can make a difference between making a profit and reporting a loss.

Results from Site A (Hiesl et al. 2015) show that an economical thinning of small diameter stands with the proposed whole-tree system is achievable. On the other hand, however, we showed that there is the other extreme of reporting a loss when operating in such stands. To fully understand whether or not this harvesting system can economically thin small diameter stands we need to collect data from different harvest sites and different operators.
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There is increasing interest in plantations with the objective of producing biomass for energy and fuel. These types of plantations are called Short Rotation Woody Crops (SRWC). Popular SRWC species are Eucalypt (Eucalyptus spp.), Cottonwood (Populus deltoids) and Black Willow (Salix spp.). These species have in common strong growth rates, the ability to coppice and rotations of 2-10 years. SRWC have generated interest for many forest products companies and timber producers and although they might help with the supply for the expected growth on the bioenergy and biofuels market, there are still several concerns about the best way to harvest them maximizing their ability to coppice. SRWC have elevated establishment and maintenance costs if compared to other type of plantations, but due the coppicing ability, the same plantation may be harvested up to 5 times without the need of establishing a new one. Study plots were installed at several locations in Florida, Mississippi and Arkansas, and were cut with a chainsaw and a shear head during summer and winter, to determine the effects of felling method and season on coppice regeneration. Thus, plots were divided in 4 treatments: shear-winter, saw-winter, shear-summer, saw-summer. Harvesting eucalypt and cottonwood trees during winter resulted in better survival rates than harvesting during summer; however, there was no effect of felling method on coppice regeneration. Finally, no statistically significant difference was found on coppice regeneration of black willow when harvesting during winter or summer with a chainsaw or a shear head.

1. Introduction

The increasing necessity of finding new alternatives to produce fuel and energy has never been so evident in the United States. Issues like the increasing population, dependence on foreign oil, and the declining availability of fossil fuels have made renewable energy sources, such as biomass, become a plausible and promising option to address these issues. Moreover, researchers and politicians have developed some ideas, where a major part of the nation’s energy needs will be sourced from renewable fuels (25x’25 Alliance). Several states in the U.S.
are joining alliances to replace 25% of their fuel consumption by some type of clean energy. As a result, a great amount of biomass will be required to produce clean energy and accomplish the goals. A considerable amount of that biomass will be allocated to woody biomass from harvest and forest products mill residues, but also from new plantations intended to supply new biofuel and bioenergy mills.

Recently, several companies and institutions have ventured into the short rotation woody crops (SRWC) supply system. According to the U.S. Department of Energy (2011), a SRWC is an intensively-managed plantation of a fast-growing tree species that produces large amount of biomass over a short period of time, usually less than 10 years, that can be shortened to as little as 3 years when coppiced, depending on the species and production method. The characteristics that define the SRWC are the ability to coppice, rotations between 2 and 10 years, and an impressive fast growth. It is also important to highlight that SRWC generally have very high costs. Tuskan (1998) specifies that SRWC involve appropriate site selection, use of improved clonal planting, extensive weed control, fertilization as required, pest control, and efficient harvesting and post-harvest processing. For this reason, to maximize the utilization of the plantation through the coppicing ability is fundamental. The coppicing ability is the ability that a tree has to regenerated new stems from the stump, after the harvest is performed. Popular SRWC species are Cottonwood (Populus deltoids), Black Willow (Salix spp.), and Eucalypt (Eucalyptus spp). The United States Department of Energy (2011) states that poplar, southern pine, willow, and eucalypt, are the most likely woody energy crop species to be developed for bioenergy production today.

Although the establishment of SRWC plantations is becoming popular in the SE region, the biofuel and bioenergy markets are not yet completely developed. In countries and regions where a bioenergy market is already established, the development and use of machinery specialized to harvest SRWC is very common. However, in the U.S. the absence of a solid bioenergy market has discouraged the development of a system specialized in harvesting SRWC plantations, thus making the investment on a foreign machine not feasible. The utilization of smaller equipment, with low capital and maintenance cost, such as a skid steer with a shear head, may be a temporary option, while specialized machinery is being developed. However, this equipment may cause damage to the stump’s structure and bark, which could cause possible effects on coppice regeneration.

On the other hand, little is known about the optimal harvest scheduling in SRWC in the Southeast. The effect of the season of the harvest has always been a subject of interest. Theories state that harvesting during summer could damage the stump, preventing coppice, and thus limiting the harvest to the winter season.
It is evident that further research in SRWC harvesting techniques and machinery is needed. This study will compare the effects of harvesting SRWC plantations in the Southeast region with a small shear-head and with a chainsaw (simulating a circular saw-head), and also examine the potential difference in coppice response between harvesting during winter and summer seasons.

2. Materials and Methods

Six sites (Table 1) were selected to determine the effect of the felling method and the season of year on coppice regeneration. Three sites located in Florida were planted with Eucalypt (two with clonal E. urograndis and one with E. grandis from seedlings). Two sites, in Arkansas and Mississippi, were planted with clonal Cottonwood (Populus deltoides), and one in Mississippi was planted with clonal Black Willow (Salix spp.).

Table 6: Description of the sites harvested during the project.

<table>
<thead>
<tr>
<th>Site</th>
<th>Location</th>
<th>Specie</th>
<th>Age at harvest</th>
<th>Avg. DBH (inch)</th>
<th>Plantation spacing (trees/ac)</th>
<th>Trees Felled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evans</td>
<td>Florida</td>
<td>E. urograndis</td>
<td>2</td>
<td>4.8</td>
<td>728</td>
<td>828</td>
</tr>
<tr>
<td>Bates</td>
<td>Florida</td>
<td>E. urograndis</td>
<td>2</td>
<td>4.6</td>
<td>1,282</td>
<td>867</td>
</tr>
<tr>
<td>Lykes</td>
<td>Florida</td>
<td>E. grandis</td>
<td>8</td>
<td>7.4</td>
<td>Unknown</td>
<td>105</td>
</tr>
<tr>
<td>Estes</td>
<td>Arkansas</td>
<td>P. deltoides</td>
<td>3</td>
<td>1.7</td>
<td>Unknown</td>
<td>803</td>
</tr>
<tr>
<td>Admire – C</td>
<td>Mississippi</td>
<td>P. deltoides</td>
<td>5</td>
<td>4.7</td>
<td>1,720</td>
<td>301</td>
</tr>
<tr>
<td>Admire – W</td>
<td>Mississippi</td>
<td>S. nigra</td>
<td>5</td>
<td>3.0</td>
<td>1,720</td>
<td>583</td>
</tr>
</tbody>
</table>

Two felling methods were compared to determine the different effects they may have on coppice regeneration. They were a small shear-head, attached to a skid steer, and a chainsaw (to simulate the effect of a circular saw-head). The harvests took place at each study site in two different seasons of year: summer and winter. A randomized block design was the experimental design used to install the treatments at each study site, which were composed by a study plot divided into four treatments: summer/saw harvest, summer/shear harvest, winter/saw harvest, and winter/shear harvest. The study plots in all sites were ~1 acre in size.
3. Harvesting Methodology

The layout or design of the plantations was fundamental to the selection of the harvesting treatment. The ideal methodology was the completely randomized design, randomly cutting each tree, and controlling the effect of extraneous variables. However, due to physical and spatial limitations, and to facilitate the felling operation, it was not possible to implement the random design. As a consequence, alternating the felling equipment between rows, harvesting one row with the chainsaw and the adjacent row with the shear-head was the selected experimental design. At the Evans and Lykes study sites, alternating the felling equipment was not possible due the layout of the plantation; consequently, instead of alternating the equipment every row, it was alternated every 5 rows, thus creating blocks of 5 rows for each equipment.

After completion of the harvest at each site, an evaluation of damage caused to the stump and stump bark was performed. Five bark damage classes were specified, each representing the percentage of the bark of the stump that resulted damaged: 0 (0%), 1 (1-25%), 2 (26-50%), 3 (51-75%), and 4 (>75%). The types of harvest damage observed on stumps were: barber chair, missing chunk(s), fiber pull, split, and shattered stump. Different from the bark damage, the harvest damage was caused to the structural part of the stump, or to the wood, and not to the exterior part. Additionally, the diameter of the stump’s cut surface (DGL) was measured for each stump, to account for the effect that diameter may have on the coppice regeneration.

Coppice Evaluation

The field evaluation of the coppice response occurred 5 months after the winter harvest and 6 months after the summer harvest. For the coppice evaluation, each stump was individually analyzed. If the stump presented regeneration of new sprouts, it was recorded as a live stump. However, if it had no new stems it was recorded as a “dead” stump. The number of new stems regenerated was counted at each stump.

Data Analysis

The Generalized Linear Mixed Model (GLMM) analysis was used to compare the coppicing response of the stumps and to determine the effects that the independent variables (felling equipment, harvest season, and bark and stump damage) have on the dependent
variable (coppice response), which was classified as the coppicing ability (or stump survival) and the number of new stems regenerated per stump. Additionally, stumps’ DGL and skidder damage (when existing) were considered, since they could be related to coppicing ability of the cut trees.

Although each stump was individually evaluated, due the experimental design, the harvesting methodology, and the layout of the study plots, a random effect of rows nested into plot was accounted for the Evans and Lykes sites, while a random effect of rows was accounted for all the other sites. As a consequence, plots (for Evans and Lykes) and rows (for the other sites) were considered as the experimental unit, and not the stump. Each study site was individually analyzed, with the utilization of a full model (Table 2).

<table>
<thead>
<tr>
<th>Site</th>
<th>#</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evans</td>
<td>1</td>
<td>$CR \sim FM/S + Dam + FM: Dam + DGL + HD + SD + (1 \mid Plot/Row)$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$NS \sim FM/S + Dam + FM: Dam + DGL + HD + SD + (1 \mid Plot/Row)$</td>
</tr>
<tr>
<td>Lykes</td>
<td>3</td>
<td>$CR \sim FM + Dam + FM: Dam + DGL + HD + SD + (1 \mid Plot/Row)$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$NS \sim FM + Dam + FM: Dam + DGL + HD + SD + (1 \mid Plot/Row)$</td>
</tr>
<tr>
<td>Estes</td>
<td>5</td>
<td>$CR \sim FM/S + Dam + FM: Dam + DGL + HD + (1 \mid Row)$</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>$NS \sim FM/S + Dam + FM: Dam + DGL + HD + (1 \mid Row)$</td>
</tr>
<tr>
<td>Admire</td>
<td>7</td>
<td>$CR \sim FM/S + Dam + FM: Dam + DGL + HD + (1 \mid Row)$</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>$NS \sim FM/S + Dam + FM: Dam + DGL + HD + (1 \mid Row)$</td>
</tr>
</tbody>
</table>

$CR=$Coppice regeneration $\quad DGL=$Diameter at Ground Level (inch)
$S=$Season (winter and summer) $\quad HD=$Harvest Damage Type
$FM=$Felling Method (shear and chainsaw) $\quad SD=$Skidder Damage
$Dam=$Bark Damage Class $\quad NS=$Number of New Sprouts
$: =$Interaction between

4. Results and Discussions

After the coppice evaluation, it was decided that, due technical issues Bates and Lykes study sites would not be included on the analysis. Also, although the effect of season on
coppice regeneration was calculated for all study sites, and the results are reported, the experimental design of the plots was not the ideal. Hence, it can be inferred that the results presented for the effects of season on coppice regeneration can be suggested but not considered definitive. The significance of the factors were determined at α = 0.05. Additionally, an ANOVA was performed for each model to determine their significance, at α = 0.05.

Effects of felling method and season on eucalypt coppice regeneration

At Evans site, a significant season effect was observed (p-value: 0.00398), in which 96% of the trees felled during winter regenerated coppice, while only 79% of the trees felled during summer regenerated new sprouts (Figure 1). No significant difference was observed between felling with the shear head or chainsaw.

Other factors affecting coppice regeneration of eucalypt

Higher damage on the bark of the stump resulted statistically significant (p-value: 0.00419), negatively affecting the ability to coppice of eucalypt at Evans site. In total, 55 trees felled were classified under the bark damage class 0 and 52 (95%) of those trees successfully regenerated coppice; on the other hand, 151 of trees felled were classified under the bark damage class 4 and only 125 (83%) of those trees were successful in regenerating coppice.

The number of sprouts regenerated per stump resulted significantly affected by the DGL at the Evans site (p-value: 7.42-7). Stumps with larger diameters generally regenerated a larger number of sprouts.
number of sprouts (Figure 2). Smaller stumps, with DGL range between 0 – 2 inches, regenerated an average of 3 sprouts per stump, and larger stumps, with DGL on the range between 8 – 10 inches, averaged 6.7 sprouts per stump regenerated.

Effects of felling method and season on cottonwood coppice regeneration

The season variable was the only significant variable on the stumps’ survival at the Estes site (p-value: 0.000372), where 98% of trees harvested during the winter were successful in regenerating coppice, while only 49% of trees harvested during summer regenerated coppice (Figure 3).
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On the other hand, the felling equipment had a significant effect on the number of new sprouts per stump of felled cottonwood at the Admire site (p-value: 0.0350). On average, stumps cut with the shear head regenerated 5.7 sprouts, while stumps cut with the chainsaw regenerated 4.7 sprouts.

**Other factors affecting coppice regeneration of cottonwood**

The DGL of the stumps had a significant effect on the stump survival of trees cut at Admire. Stumps with larger DGL showed better survival rates than the stumps with a smaller DGL.

The DGL of the stumps also had a significant effect on the number of new sprouts, both in the Admire (p-value: 0.0001) and Estes (p-value: 0.0001) study sites. At the Admire study site, it was observed that stumps with a larger DGL regenerated more sprouts, when compared to stumps with a smaller DGL (Figure 4). On average, stumps with lower DGL regenerated 2.7 sprouts, while the stumps with larger DGL regenerated an average of 8.5 sprouts. The results were similar at Estes, where stumps with a smaller DGL regenerated less sprouts than stumps with a larger DGL. On average, the stumps with DGL between 0 and 2 inches regenerated 1.4 sprouts, while the stumps with larger DGL regenerated up to 12.6 sprouts.

![Scatter plot for the effect of the stump DGL on the number of new sprouts per stump at Admire.](image)
Effect of felling method and harvest season on coppice regeneration of black willow

It was observed that the average number of sprouts regenerated per stump was higher when the harvest was performed during summer than when performed during winter (p-value: 0.0001). Stumps cut during summer averaged 6.2 sprouts per stump while stumps cut during winter average 4.5 sprouts per stump.

Other factors affecting coppice regeneration of black willow

The DGL was determined to have an effect on the coppice regeneration of black willow, both in the stump survival (p-value: 0.0188) and in the number of sprouts regenerated per stump (0.0001). The stumps with the lowest DGL class had lower survival rates when compared to the higher DGL classes.

The DGL of the black willow stumps also had a significant effect on the number of new sprouts per stump. A positive linear relation was observed between the DGL and the number of sprouts per stump, where stumps with larger DGL, generally regenerated a larger number of sprouts.

5. Discussion

The key outcome of this study was to determine if the felling equipment and the season of year could have an impact on the coppicing ability of the stumps of eucalypt, cottonwood and black willow; however, additional variables were present at the time of the harvest and could not be left out, broadening the scope of the study. It has been proved with many tree species that factors as species, tree diameter, bark damage, and harvest damage may have impacts on the regeneration of coppice (De Souza et al., 1991; Ducrey and Turrel, 1992; Hytonen, 1994, 1996, 2001; Simões et al., 1972; Strong and Zavitovski, 1983).

Effect of harvest season on coppice regeneration

Eucalypt and cottonwood trees presented better survival rates when the harvest was performed during winter. This pattern was expected to be observed on cottonwood and black willow trees, which are deciduous genera, however it was not expected on the eucalypt, since it is an evergreen genus without a clear dormancy phase, capable of producing sprouts when
felled at any time of the year (Ceulemans et al., 1996). The lower survival rate observed on the cottonwood harvested during summer may be explained with the fact that the carbohydrate reserve on the root system is lower after the onset of shoot growth during the first part of the growing season (Ceulemans et al., 1996; Strong and Zavitovski, 1983). On the other hand, the higher survival rate observed on the eucalypt harvested during winter may be explained with the fact that the period of rain in south Florida occurs during summer, and although eucalypt is an evergreen species, it may store higher levels of carbohydrates during the drought period, maximizing the regeneration of coppice if harvest occurs during winter.

Although harvest season did not affected the survival of black willow stumps, a significant effect was observed on the number of sprouts per stump. Stumps cut during summer season regenerated, on average, more sprouts than stumps cut during winter. This pattern was not expected, however it seems to match the results of other studies (Steinbeck, 1978; Hytönen, 1994). According to Hytönen, 1996, the reasons for differences in coppicing due to timing of the cutting are not fully understood, since the number of sprouts regenerated varies, presenting better results either during summer or winter.

Effect of the felling method on coppice regeneration

There were no differences observed on stump survival of eucalypt, cottonwood nor black willow when harvesting with a shear head or a chainsaw, which was expected, since previous and similar studies showed similar results (Simões et al. 1972; Hytönen, 1994; Crist et al., 1983). However, the effect observed on the number of sprouts regenerated per stump on the cottonwood site Admire, proved that stumps cut with the shear head regenerated, on average, more sprouts than stumps cut with the chainsaw, which also coincided with Hytönen (1994) results, where leaving a rougher cutting surface resulted in higher number of sprouts regenerated. Nonetheless, the DGL of sheared stumps resulted slightly larger than the sawed stumps, which can also explain the higher average number of sprouts.

Other factors affecting coppice regeneration

It was observed that DGL had a positive linear relationship with the average number of sprouts regenerated in all sites. Stumps with larger DGL averaged more sprouts than sprouts with smaller DGL. This result was expected, since the stumps with larger DGL, theoretically, have more buds on their surface, which can develop to form new stems to replace the material removed or damaged during the harvest.
The DGL also showed significance on the survival of black willow and cottonwood stumps at the Admire study site. In this case, stumps with larger DGL presented better survival than the smaller stumps. A result that sounds pertinent, since stumps with larger DGL probably have a larger root system, which can capture higher amount of nutrients and water, suppressing the growth or regeneration of new sprouts by the stumps with smaller DGL.

It was also noted that bark damage caused a significant effect on the survival of eucalypt stumps at Evans site. A negative linear relationship was observed, where the more severe the bark damage to the stump was, the lower the survival rate resulted. This is probably because the axillary buds that regenerate sprouts in eucalypt trees are located under the bark, and damaging the bark may damage or expose those buds, affecting the coppice regeneration (Ceulemans et al. 1996; Opie et al., 1984).

6. Conclusions

Despite analyzing the effects of season on coppice, operational harvesting restrictions affected the experimental design. For this reason, the results presented should not be considered as definitive, and further research is recommended to determine the effect of season on coppice regeneration.

Stump Survival

The results showed a season effect on the eucalypt and cottonwood trees, restricting the harvest of these species to the winter season. Nonetheless, it was not fully understood why the seasonality was observed on the eucalypt. Perhaps the precipitation may be the answer, but further research and study is recommended to determine the best harvesting schedule of eucalypt in South Florida. Additionally, the coppice regeneration of eucalypt in a different region of the United States, with a precipitation regime evenly distributed through the year, may not result affected during any season, since, as already mentioned, it is an evergreen specie and could regenerate coppice regardless of the season.

The utilization of the shear head attached to a skid steer proved to be a good option while waiting for the development of machinery specialized on harvesting SRWC. Since no difference was found on coppice regeneration between harvesting with a chainsaw and a shear head, the use a shear head (which results in lower capital and maintenance costs) instead of a circular saw feller-buncher or a chainsaw (which imply higher danger and lower productivity) is highly recommended.
Number of sprouts per stump

Although the number of sprouts regenerated per stump was studied, it is very important to deepen the study on the importance of this factor. It was found that depending on the species, the number of sprouts per stump was affected by DGL, felling method, and harvest season. However, the DGL of the stump was consistent in showing statistically significant effect on the number of sprouts for all the species. In all cases, stumps with larger DGL regenerated more sprouts per stump, which is pertinent due the higher number of shoot buds present on larger stumps.

Nonetheless, the importance of the number of sprouts regenerated per stump is not yet clear. There is no certainty about the benefits of having several sprouts per stump, instead of having a unique sprout. Perhaps having a single sprout regenerated per stump may be more desirable, depending on the goal of implementing a coppice plantation. In addition, there is knowledge of occurrence of self-pruning after a determined time after the harvest, in which the coppiced stumps will automatically eliminate the smaller stems, maintaining only the dominants or one single main stem.

In conclusion, the season effect observed on the stump survival of eucalypt and cottonwood may imply an economic impact on the SRWC supply, restricting the harvest to the winter harvest. However, the utilization of the shear head can be recommended as a possible felling method to harvest SRWC, since it does not have an effect on the survival of the stumps; which could reduce the costs of actual harvests operations used at SRWC plantations.
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Airborne light detection and ranging (LiDAR) data are invaluable for natural resource applications due to quick and accurate data collection over large landscapes. LiDAR data are most often used to model surface terrain features to create a digital elevation model (DEM), which can be used in many fields, land management, and research. However, it is well noted that DEM vertical error is not uniformly distributed throughout landscapes and can be affected by DEM interpolation method, topographic slope, and presence of vegetation. Many studies have evaluated one of these aspects of DEM error; however, we proposed a study to evaluate vertical error in an understudied most error prone area. We quantified error in a dense deciduous forest with multiple vegetation layers and steep slopes ranging from 0 to 100%. The dense vegetation and steep slopes also provide a challenge to obtaining reference measurements, as GPS accuracy is very low under these conditions. Thus, we proposed a new method of evaluating DEM error using reference features, identifiable within LiDAR data, while averaging elevation errors around a central reference point to evaluate the error of a whole surface rather than point errors. We compared errors from different slope classes and slope variability (ruggedness) classes as well as compared DEMs derived from low-density, high density, and combined LiDAR datasets and DEMs derived from four different interpolations methods. We found no difference between LiDAR datasets and interpolation methods; however, we did find that error increases as slope and ruggedness increases, with slope contributing more to error than ruggedness. Average errors from this study ranged from 73.4 – 73.8 cm and when classified by slope and ruggedness class ranged from 23.2 – 145.5 cm. As expected because of the complex terrain and vegetation conditions, our errors were much higher than other studies. However, these errors must be taken into consideration when using DEMs for deriving topographic and forest metrics. We suggest further research to improve algorithms used to classify LiDAR points into ground and non-ground points because we expect this misclassification is the largest source of LiDAR-derived DEM elevation error.