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Prof. Francis Hallé is a famous botanist who has dedicated his life to researching tropical forests. He developed the fundamentals of tree architecture and forest structure dynamics, together with Prof. Roelof Oldeman. He is a pioneer in exploring life in the canopy of tropical forests and cofounder of the famous canopy raft (Radeau des Cimes).

Presentation content:
Prof. Francis Hallé shared his thorough knowledge on tropical forests with insight on the importance of structure in ecosystem functioning. His talk was an opportunity to provide the SilviLaser science community with invaluable information on tropical forests and food for thought with regard to the use of lidar to study tropical forest ecosystems.
KEYNOTE PRESENTATION

Lidar and photogrammetric point clouds for describing forest canopies: competing or synergistic technologies?

Benoît St-Onge, Professor (Ph.D.)

Université du Québec à Montréal (UQAM), (Canada)

Benoît St-Onge is a Professor at the Geography Department of UQAM since 1995. He obtained his Ph.D. in Geography at University of Montréal in 1994. He specializes in the use of 3D remote sensing and geomatics methods for the analysis of forest environments. Funded by the Natural Sciences and Engineering Council of Canada (NSERC) and the Fonds Québécois de la recherche sur la nature et les technologies (FQRNT), he develops image and laser altimetry data processing techniques for forest mapping. He also designs new digital photogrammetry approaches for the 3D mapping of forest canopies. He currently works on species identification using standard or multispectral lidar data, and photogrammetric point clouds.

Presentation content:

Image matching has reached a level of sophistication that enables us to create dense photogrammetric point clouds of the surface of forest canopies in which even individual trees can be resolved. These not only contain 3D data but also color intensities. Moreover, airborne laser scanners are evolving towards multispectral systems tightly integrated to precise metric cameras. Will these new systems altogether replace conventional aerial photography? Because image matching over dense forests does not provide information on ground elevation, lidar will always be needed to first establish a DTM. This enables future updates, as well as long-term retrospective studies, with air photography alone. This being given, how do the image matching and lidar data compare in terms of accuracy and density of points? Of particular importance in complex forests are the occlusion patterns. Image matching requires that a forest surface element be visible from at least two points of views, whereas only one is needed for lidar. How is this affected by acquisition parameters? Lidar intensities depend on the reflectance of the intercepted material, and on the very variable cross-section area of interception. In the case of images, the sun-target-sensor geometry determines intensities, also in a very variable way. In which case do we find the best signal to noise ratio? Can, and should we, combine these data? Based on numerous examples and on theoretical considerations, tentative answers to these questions we provided, hoping to raise awareness regarding this complex and evolving issue, and stir up discussions and further research.
KEYNOTE PRESENTATION

The evolution of NASA airborne and spaceflight lidars for measurement of forest structure and the Earth’s surface: the past, present and future.

Dr. Bruce Cook on behalf of Dr. David J. Harding

NASA Goddard SpaceFlight Center (USA)

Dr. David Harding conducts research in the topographic expression of land surface processes and the physical properties of vegetation, snow, ice and water, in particular by utilizing advanced airborne and space-based laser altimeter systems. He is principal investigator for the airborne Slope Imaging Multi-polarization Photon-Counting Lidar (SIMPL), developed through the NASA Instrument Incubator Program. He was a member of the Ice, Cloud and land Elevation Satellite (ICESat) Science Team and is now a member of the ICESat-2 Science Definition Team. He is also Study Scientist for the Lidar Surface Topography (LIST) mission that the NRC recommended be conducted by NASA in their Earth Science Decadal Survey report.

Presentation content:

NASA has significantly advanced methods to measure forest structure and the elevation of the Earth’s surface through its leadership role in the development of lidar technologies and in their scientific use. Advances are driven by the development and airborne demonstration of instrumentation with increasing capabilities that serve as technology and science pathfinders for satellite missions. Evolving capabilities include large footprint lidars, high power and micropulse laser transmitters, full-waveform and photon counting receivers, simultaneous measurement of laser and solar reflectance and systems with multiple beams, wavelengths and polarizations. The incorporation of new capabilities in satellite missions and their benefits, with a focus on forest remote sensing, were discussed in the context of the ICESat mission, the upcoming ICESat-2 and GEDI missions and those to follow.
KEYNOTE PRESENTATION

The national LIDAR mapping program in the Philippines: early applications and latest developments focussing on forest applications.

Enrico Paringit, Professor

University of the Philippines Diliman (Philippines)

Dr. Enrico Paringit is Professor at the UP Diliman Department of Geodetic Engineering (DGE). He received the Geospatial World Excellence in Policy Implementation Award for 2014 in Geneva, Switzerland, for the Disaster Risk Assessment, Exposure and Mitigation-Light Ranging and Detection technology (DREAM-LiDAR) 3D mapping.

Presentation content:

As a consequence of the global change, typhoons and floods are expected to increase in number and intensity, exposing island-states like the Philippines to major human and material losses with relative negative impact such as the setback of national development. The Disaster Risk and Exposure Assessment for Mitigation (DREAM) Program was initiated in 2011 with the aim to better prepare the country and its people for such natural disasters. By being proactive in providing Filipino communities with science-based information in an era of a rapidly changing environment, through the use of state-of-the-art technologies backed by skilled, committed, and driven Filipino workforce, this project envisions to make the DREAM of a more resilient Philippines a reality (https://dream.upd.edu.ph/). Beside the Phil-LiDAR 1 Program, an expansion of the DREAM Program that aims at producing 3D flood and hazard maps for the 2/3 of the Philippine river systems from a national LiDAR coverage, the Phil-LiDAR 2 Program aims to produce detailed resource maps using LiDAR for various applications, including forest monitoring and protection. Pr. Enrico Paringit presented the DREAM and the Phil-LIDAR 2 programs, focusing on forest applications.
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Highlights: The paper presents the results of estimating indices of structural diversity for a study area in Molise, Italy, and the construction of the relative maps depicting the spatial pattern of the structural diversity indices. Our results demonstrate the utility of using ALS data for improving areal estimates of indices.
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Introduction
Structure is a well-known important factor in assessing forest diversity [1], and the availability of maps depicting spatially-explicit patterns of structural diversity would be of great use when planning conservation strategies. Further, mapping forest structure would facilitate habitat and diversity assessments for large, remote and steep areas that cannot be safely reached by field crews. Recently, Airborne Laser Scanning (ALS) have been shown to be reliable and valuable sources of information for estimating and assessing forest structural parameters ([2-3-4-5]) thus contributing great potential support for forest biodiversity studies. For management and planning purposes, the accuracy and precision of biodiversity estimates for the area of interest are essential, thus information regarding the accuracy or precision of parameters estimated from the map unit predictions is required [6]. Motivated by these considerations, the aim of this paper is twofold: (i) to construct inferences in the form of confidence intervals for estimates of common indices of forest structural diversity using LiDAR data obtained via airborne laser scanning (ALS) as auxiliary information, and (ii) to construct maps depicting the spatial pattern of these structural diversity indices using gridded ALS data metrics. The study area is in Molise, Italy, and the analyses include comparison of estimates obtained using design-based, simple random sampling (SRS) and model-assisted estimators.

Materials and methods
Study area
The study area is located in the southwestern part of Molise Region in central Italy and includes 36,360 ha.

Field data
A two-phase tessellation stratified sampling (TSS) was carried out in the study area. The area was covered by 437 hexagons, each with an area of 1 km². During the first phase, a point was randomly selected in each hexagon and classified as “forest” or “non-forest” Of the 437 points, 197 were classified as “forest”. In the second phase, 62 points were randomly selected from the 197 “forest” points (sampling rate ≈ 30%) and surveyed in the field by a circular plot of 13-m radius where the diameters at breast-height (1.30 m) (DBH) of all trees with DBH of at least 9.5 cm were measured. Height (H) was measured for a sub-sample of plot trees and estimated for the remaining trees using a model of the H-DBH relationship constructed using data for the measured trees.

Structural diversity indices
Using the data collected in the field, two common indices of forest structural diversity were calculated for each plot. Horizontal structural diversity was assessed using the standard deviation of DBH ($\sigma_{DBH}$), while plot-level vertical structural diversity was assessed using the standard deviation of H ($\sigma_H$).

Airborne Laser Scanning (ALS) data
ALS data were acquired under leaf-on canopy conditions in June 2010. The LiDAR instrument was an Opthech Gemini LiDAR, a two-return range detection system set with a maximum scan angle of 15° and a pulse frequency of 70 KHz, resulting in an average density of 1.5 pulses/m².

Common procedures for pre-processing ALS data include removal of outliers, ground/non-ground classification, and computation of normalized height. Firstly, air points that are clearly higher than the median
elevation of surrounding points and isolated points with few neighbors resulting from sensor errors or backscatter by flying objects were removed. Subsequently a ground surface was generated by classifying ground points on the basis of the adaptive triangular irregular network (TIN) model algorithm [7]. Lastly, the relative height above ground of each echo was calculated and used to extract 22 height and density canopy metrics for each sample plot measured in the field. The metrics calculated were Canopy cover ($C_{ov}$) as the proportion of first returns above 1.30 m on all first returns. Canopy density metrics were the proportions of all returns above 1.30 m ($d_{ns}$), the proportion ($d_{90}$) and the count ($c_{90}$) of returns between 1.30 m and 10 m. Canopy height metrics were the percentiles of the height canopy distribution ($p_{10}, p_{20}, ..., p_{90}, p_{99}$) and height summary statistics such as minimum ($H_{\text{min}}$), maximum ($H_{\text{max}}$), average ($H_{\text{avg}}$), standard deviation ($H_{\text{std}}$), coefficient of variability ($H_{\text{cvv}}$), skewness ($H_{\text{ske}}$) and kurtosis ($H_{\text{ktr}}$). Further, the canopy relief ratio (CRR) was also calculated [8]. Such metrics were used as independent variables for constructing prediction models. The same metrics were calculated for the 23-m × 23-m pixels that tessellated the study area and were approximately of the same area as the plots. Maps were constructed by calculating model predictions of the structural diversity indices for these pixels.

**Model development and spatial predictions**

Simple linear models using the 22 ALS-derived metrics as candidate independent variables were developed to predict the two indices. Regression diagnostics were used to check for potential outliers and multicollinearity problems. The presence of outliers was assessed by the leverage influence of an observation on the overall model behavior [9]. Problems of multicollinearity were minimized by using an F-test to select the model with the fewest number of predictors that still retained statistical significance, even at the expense of a decrease in R². Once the most statistically significant models with the fewest predictor variables were selected, they were used with the gridded ALS metrics to predict the structural diversity indices for all pixels in the study area.

**Inference**

The mean value of each index was attributed to the entire forested area estimated using the model-assisted, generalized regression (GREG) estimators [10] calculated as

$$\bar{y}_{\text{GREG}} = \frac{1}{N} \sum_{i=1}^{N} \hat{y}_i - 1/n \sum_{i=1}^{n} (\hat{y}_i - y_i^i)$$

where $N$ is the number of population units (the 23-m × 23-m forest cells in the study area), $\hat{y}_i$ is the model prediction for the $i$-th population unit, $n$ is the sample size, $\hat{y}_i$ is the model prediction for the $i$-th sample plot and $y_i^i$ is the observed value for the $i$-th plot.

**Results**

The sum of squared errors of the developed models were compared using the F-Test to keep the most statistically significant model with the fewest number of predictor variables. From this test, the ultimate selected models had four predictors for the $\sigma_{DBH}$ model, and the three predictors for the $\sigma_{H}$ model (Table 1), yielding a R² of 0.63 for $\sigma_{DBH}$ and of 0.52 for $\sigma_{H}$. The models were then applied upon the gridded ALS metrics selected as independent variables in order to map the diversity indices in the study area (Figure 1). The spatial predicted values ranged between 0-29 for $\sigma_{DBH}$ and between 0-10 for $\sigma_{H}$. For the entire study area, the SRS estimate of mean $\sigma_{DBH}$ was 6.56 with standard error (SE) of 0.58, and the GREG estimate was 6.36 with SE=0.06. The SRS estimate of mean $\sigma_{H}$ was 2.90 with SE=0.17, and the GREG estimate was 2.93 with SE=0.02.

<table>
<thead>
<tr>
<th>R²=0.63; RMSE=2.52</th>
<th>R²=0.52; RMSE=0.91</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predictors</strong></td>
<td><strong>Parameter estimated</strong></td>
</tr>
<tr>
<td>Intercept</td>
<td>7.06**</td>
</tr>
<tr>
<td>$H_{\text{min}}$</td>
<td>-7.93****</td>
</tr>
<tr>
<td>$H_{\text{cv}}$</td>
<td>6.13**</td>
</tr>
<tr>
<td>$H_{\text{ske}}$</td>
<td>2.39**</td>
</tr>
<tr>
<td>$p_{20}$</td>
<td>1.76***</td>
</tr>
</tbody>
</table>

*Level of significance: *<0.05; **<0.01; ***<0.001
Conclusions

Several conclusions can be drawn from the study. Firstly, ALS data are a valid source of information for estimating and spatially predicting forest structural diversity. Secondly, simple linear models were sufficient to characterize the relationship between the structural diversity indices and the ALS metrics used as predictor variables. Thirdly, the GREG estimator worked well for estimating mean structural diversity.
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Highlights: Vascular plant richness estimation in a Mediterranean forest. Generalized linear models (GLM) outperformed random forest (RF) when fed with LiDAR-based predictors representing micro- and macro-topography as well as vegetation structure. Outcomes show that RF deals less efficiently with biodiversity count data due to asymmetry of the error distribution and heteroscedasticity.
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Introduction

Today, biodiversity is considered to be an essential element of the Earth system from which all humans benefit directly or indirectly [1]. Theoretical and empirical studies have suggested that local biodiversity is strongly influenced, in a positively correlated fashion, by environmental heterogeneity [2]. More diverse environments can host more ecological niches, which in turn can be colonized and inhabited by a greater number of species [3-4]. As all imaging remote sensing sensors are able to deliver information on environmental heterogeneity, they have a high potential to support the identification and monitoring of species rich sites, as requested above.

The application of remote sensing data to map richness of plants has been examined since approximately the turn of the millennium and the potential of the technique has been confirmed in several studies [5]. So far conducted studies on richness of plants show a strong tendency towards the application of optical remote sensing sensors, while the number of studies that investigated the potential of active optical sensors, such as Light Detection and Ranging (LiDAR), is still sparse. LiDAR data have proven to be one of the most powerful data acquisition systems to obtain topographical and vegetation-structural information. Both of these information were found to be an estimate of environmental heterogeneity in earlier studies [6-7].

In the present study, the suitability of airborne discrete-return LiDAR data for the mapping of vascular plant species richness within a Sub-Mediterranean second growth native forest ecosystem was examined. As species richness data constitute count data and therefore is prone to show asymmetric error distribution and heteroscedasticity, the model approach has to be selected carefully. In this realm, we compared a widely used machine learning method (random forest) with a generalized linear model (GLM) which we optimized for the heteroscedasticity, the model approach has to be selected carefully. In this realm, we compared a widely used machine learning method (random forest) with a generalized linear model (GLM) which we optimized for the heteroscedasticity, the model approach has to be selected carefully.

Theoretical and empirical studies have suggested that local biodiversity is strongly influenced, in a positively correlated fashion, by environmental heterogeneity [2]. More diverse environments can host more ecological niches, which in turn can be colonized and inhabited by a greater number of species [3-4]. As all imaging remote sensing sensors are able to deliver information on environmental heterogeneity, they have a high potential to support the identification and monitoring of species rich sites, as requested above.

The application of remote sensing data to map richness of plants has been examined since approximately the turn of the millennium and the potential of the technique has been confirmed in several studies [5]. So far conducted studies on richness of plants show a strong tendency towards the application of optical remote sensing sensors, while the number of studies that investigated the potential of active optical sensors, such as Light Detection and Ranging (LiDAR), is still sparse. LiDAR data have proven to be one of the most powerful data acquisition systems to obtain topographical and vegetation-structural information. Both of these information were found to be an estimate of environmental heterogeneity in earlier studies [6-7].

In the present study, the suitability of airborne discrete-return LiDAR data for the mapping of vascular plant species richness within a Sub-Mediterranean second growth native forest ecosystem was examined. As species richness data constitute count data and therefore is prone to show asymmetric error distribution and heteroscedasticity, the model approach has to be selected carefully. In this realm, we compared a widely used machine learning method (random forest) with a generalized linear model (GLM) which we optimized for the heteroscedasticity, the model approach has to be selected carefully.

Study area and ground data

The study area, Monte Oscuro, is located in the Andes foothills of central Chile in the Maule region (35°07’00” S, 70°55’30” W). This mountainous area is associated with the Sub-Mediterranean Temperate bioclimatic zone, with a mean annual precipitation of 1000 mm which is mainly concentrated between April and October. The site has an extent of 1295 ha, a mean altitude of 1075 m above sea level and mostly southern aspect. Monte Oscuro is covered by secondary deciduous forest dominated by Nothofagus obliqua (Mirb.) Oerst., mixed with sclerophyll species.

We used the vascular plant richness as response variable due to the clear dominance of this taxonomic group in Mediterranean forests and also because it is essential for the trophic network and ecosystem functioning [8]. A botanic survey was performed between January of 2013 and January of 2014. A 200 x 200 m regular grid was applied to locate the square nested plots [9]. In each sampling unit, species within three height layers were registered and determined: trees (height of 2 m or more), shrubs (less than 2 m of height) and herbs (non-woody plants). Each plot was composed by 6 nested subplots. The largest one, in which only trees were registered, occupied 225 m² (15 m x 15 m) and it had its vertices aligned to the four cardinal points (N, E, S, and W). Shrubs were identified in two subplots of 25 m² (5 m x 5 m). Herbs were registered in three sub-subplots of 1 m².
Methods

A discrete return LiDAR dataset (average point cloud density of 4.6 points per m² and a footprint of 29 cm) was used to obtain five topographical (macro- and micro-topography) predictors and seven predictors related to canopy structure. The predictors were derived from a 1 m² digital terrain model (DTM) and digital canopy model (DCM) respectively. These predictors were used to estimate total, tree, shrub and herb plant vascular richness using two different approaches: 1) random forest (RF) algorithm as representation of one of the most use machine learning (ML) methods in remote sensing (RS), and 2) generalized linear model (GLM) as an example for traditional statistical models. As many ML methods are described as being non-parametric, it is frequently assumed that there are no requirements concerning the data distribution of the response variable. However, this is not true for regression trees and random forest methods which fit standard linear (Gaussian) regressions for tree nodes or are based on measures for node impurity such as the sum of squared deviations to the mean [10], as such approaches do not account for asymmetry and heteroscedasticity [11]. For this reason, GLMs may be preferable over standard machine learning methods, ordinary least squares and some PLS-based models for modeling count data, due to the option to choose an appropriate model family for the particular residual distribution (in this case we optimized the GLM by assuming a negative binomial data distribution with log-link function).

The applied GLM models were combined with a feature selection method as GLM cannot handle multicollinearity among the predictors. Since the relation between explaining variables and the response appeared to be linear, hierarchical partitioning selection was applied. The resulting variable importances were used to select the final models. This variable importance calculated as percentage of total explained variance was also compared with the rank of variable importance given by RF. Additionally, models for all possible combinations of response variables were calculated and their AIC and explained deviances were compared. For all response variables the most relevant explaining variables regarding AIC and explained deviances were identical.

For validation purposes, a bootstrap with 500 boots was performed. That is, in each bootstrap iteration, we drew n-times from the n available samples with replacement. In this procedure a certain number of samples (on average, 36.8% of the total number of samples) are not drawn. These samples were subsequently used as holdout sample for an independent validation [12].

The performances of the models were compared based on differences in the coefficients of determination (R² – calculated as squared Pearson’s correlation coefficient) and the normalized root mean square error (nRMSE) between predicted and observed richness values. To enable sound comparisons between the four response variables, the normalized RMSE (nRMSE, calculated as [RMSE/[max(N° spp) – min(N° spp)]*100] was used. High values of R² and low values of nRMSE indicate high model quality. Bias of prediction was measured as one minus the slope of a regression without intercept of the predicted versus observed values.

Results and discussion

Variable importance was determined for both modeling approaches. They agreed that the three most important predictor variables to predict species richness of all forest layers were: mean altitude above sea level (DTM), standard deviation of slope (sd slope) and mean canopy height. In all layers, mean canopy height was chosen as the best predictor by the GLM approach of hierarchical partitioning.

The best parameterization of the two models were used to build the final predictive models. As already mentioned, GLMs cannot deal with co-linearity among the predictor variables. For this reason, only the first three variables were used in the final predictive model. In the case of RF models, all variables were used as RF typically works better with a larger number of predictors.

Results for model performances were summarized in terms of R² and nRMSE of all 500 bootstrap values. NB models show systematically better performances than RF (higher R² and lower nRMSE). In all but one layer, GLMs showed higher coefficient of determination (R²) lower errors and a lower bias. The only exception is the herb layer which shows minimally higher errors for the NB compared to RF. LiDAR data has a precision of about 15-20 cm, which is a significant value for the height of this kind of plants, and therefore LiDAR data is expected to be less related to this layer. The best model fit was found when predicting total richness (R² of 0.62 and nRMSE of 14.76%), while the worst fit was observed for herb richness (R² of 0.47 and nRMSE of 23.35%). The GLM of herb richness prediction displayed high accuracy for low values and high dispersion for high values. Furthermore, both models show a systematic tendency to overestimate small values and underestimate high values. Moreover, this effect is higher in RF models.

The spatial distribution of species richness within the study area shows distinct patterns. For lower altitudes and areas close to the riversides we generally observed higher species richness. This is presumably related to favourable hydrological and climatic conditions. That is, warmer temperatures combined with a sufficient water supply. These areas were found to be highly heterogeneous in terms of micro-topography (sd slope). From an ecological perspective, the observed patterns agree well with the known vegetation composition of the area. Sclerophyll species (more common in warmer environments) are more abundant in the lower altitudes, while the Valdivian evergreen species are usually located near the riversides due to their water needs. Finally, Nothofagus are the dominant, more common and well distributed species in the area [13]. In low elevations typical species from each forest types add to an overall increased species number.
Conclusions

LiDAR derived variables on stand properties and forest structure have proven to be able to predict vascular plant species richness in forest ecosystems. It appeared that the in remote sensing studies frequently applied RF algorithm does show drawbacks when modeling count data. Here, we found already available methods such as GLMs to be better in terms of precision and bias, due to their capability to model asymmetric error distributions as typical for count data and as also observed for our dataset.

The selected applied predictor variables found during the variable selection incorporate the three information types available in LiDAR data. Altitude above sea level describes the macro-topography and is a proxy for climatic conditions, soil properties and, in the study region also for management. Standard-deviation of slope describes the variation in micro-topography when taking into account the 1 m pixel size applied in this study. Mean canopy height can be considered a proxy for forest type and light availability at the forest floor influencing species richness in the understory.

Finally, lower altitudes and areas close to the riversides exhibited higher species richness. These areas appeared to be highly heterogeneous in terms of micro-topography resulting in high micro-habitat heterogeneity. Additionally in this elevation belt sclerophyll, *Nothofagus* and Valdivian evergreen forest converge together in this transitional zone where the richness had shown to be high.
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Highlights: This study shows examples of detailed analysis of forest canopy from ALS data with potential use as input to habitat analysis in forests. This includes delineation of individual tree crowns and analysis of the distribution of tree heights and the tree species composition.
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Introduction

Planning and management of forests for biodiversity conservation requires knowledge about local stand conditions such as forest structure and tree species composition in relation to habitat demands for different species, as well as the amount and distribution of diversity hotspots in the surrounding landscape [1] Airborne laser scanning (ALS) have proven useful for predicting species richness and composition in a range of taxonomic groups [e.g., 2] Until now, habitat studies including ALS data have mostly used area-based analysis where features are extracted as statistics from the ALS data in raster cells with size corresponding to field plots, typically in the order of 100-400 m². However, more detailed information about objects and structures can be derived from the ALS data. With dense ALS data (>5 returns/m²), individual tree crowns (ITC) can be delineated from the data.

The objective of this study is to show examples of detailed analysis of the forest canopy from ALS data and use the derived information for habitat analysis. The canopy analysis includes identification of individual tree crowns and estimation of the height distribution and information for tree species classification. This information can be used, for example, to predict patterns of species richness in the forest landscape.

Materials

The study area is a 30 × 40 km forest landscape in the middle boreal zone of northern Sweden (64°05’ - 64°10’ N, 19°05’ - 19°30’ E). The age of the forest stands was 8-130 years and the dominating tree species were Scots pine (Pinus sylvestris) and Norway spruce (Picea abies) with a minor component of deciduous trees. Two ALS datasets were included: dense ALS data (5 returns m²) and sparse ALS data (0.5-1 m²). We sampled species richness and abundance of flying and epigaic beetle beetles in 33 study stands and birds in 47 study stands, all covered with dense ALS data.

We have used the same study area in an earlier study where we derived area-based metrics from dense ALS data and forest estimates from satellite images [3]. This provided insights in the approximate suitable scale and relevant variables for habitat analysis. The most important variable for species richness and abundance of both birds and insects was the maximum height of the forest, which was correlated with the total stem volume. For birds, the second most important variable was the amount of low vegetation (0.5-3 m) with positive sign, while for beetles the second most important variables was the proportion of Scots pine with negative sign.

For the analysis in this pilot study, we compared two middle-aged pine-dominated forest stands with labels S-M03 and S-M06. According to field observations, these two forest stands had similar basal area. The area-based variables derived from remotely sensed data (e.g., maximum height and fraction of returns between 0.5 and 3 m above the ground) also had similar values for the two stands. However, the species richness of flying and epigaic beetles was higher in S-M03 (Table 1).
Analysis

Delineation of individual tree crowns (dense ALS data)

The delineation was done by segmentation of a correlation surface (CS) model followed by ellipsoidal tree model clustering of the ALS data in 3D (Figure 1). More details are given in [4]. The aim of the segmentation was to establish one segment for each tree in the topmost canopy layer. The aim of the clustering was to establish one cluster for each tree in the topmost canopy layer as well as one cluster for each tree below. The algorithm was based on k-means clustering using ellipsoidal tree crown models. Two categories of clusters were defined: Fixed clusters corresponding to trees already identified by segmentation of the CS and additional flexible clusters corresponding to trees below the topmost canopy layer. For each cluster, the mean height above the ground (i.e., the centroid) as well as the maximum and minimum height above the ground of the ellipsoid was calculated. The maximum height was assumed to be the tree height and the minimum height was assumed to be the crown base height.

Summary variables (i.e., individual tree-based variables) were calculated from the clusters in circles with a radius of 50 m centred on the field plot in each study stand. The variables were the mean and standard deviation of the centroid and maximum height above the ground of the returns assigned to each cluster as well as the relative live crown height, which was calculated as the height of the lowest point of each ellipsoid divided by the highest point of each ellipsoid (Table 1).

Area-based analysis (sparse and dense ALS data)

Area-based metrics were derived from the sparse and dense ALS data in raster cells including all returns (i.e., first and last). The maximum height above the ground was derived in 2.5×2.5 m raster cells and the number of returns was derived in 12.5×12.5 m raster cells. Summary variables were calculated as the mean of the metrics in circles with a radius of 50 m centred on the field plot in each study stand (Table 1).

Table 1: Field observations and variables derived from ALS data for the two forest stands.

<table>
<thead>
<tr>
<th>Field observations</th>
<th>S-M03</th>
<th>S-M06</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basal area (m²/ha)</td>
<td>25.7</td>
<td>28.3</td>
</tr>
<tr>
<td>Proportion of basal area pine/spruce/deciduous</td>
<td>83.2%/15.6%/1.2%</td>
<td>90.5%/3.5%/6.0%</td>
</tr>
<tr>
<td>Bird species richness</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Flying beetle species richness</td>
<td>151</td>
<td>96</td>
</tr>
</tbody>
</table>
Table 1: Epigaeic beetle species richness

<table>
<thead>
<tr>
<th>Area-based variables</th>
<th>Sparse</th>
<th>Dense</th>
<th>Sparse</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum height (m)</td>
<td>13.5</td>
<td>15.4</td>
<td>14.9</td>
<td>15.7</td>
</tr>
<tr>
<td>Low vegetation &lt; 3 m</td>
<td>5.0%</td>
<td>3.7%</td>
<td>6.2%</td>
<td>5.4%</td>
</tr>
<tr>
<td>Middle vegetation 3-10 m</td>
<td>9.8%</td>
<td>10.8%</td>
<td>7.1%</td>
<td>5.3%</td>
</tr>
<tr>
<td>High vegetation &gt; 3 m</td>
<td>46.7%</td>
<td>55.6%</td>
<td>52.6%</td>
<td>57.0%</td>
</tr>
<tr>
<td>ITC-based variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean of centroid height</td>
<td></td>
<td>12.40</td>
<td></td>
<td>12.80</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td>2.14</td>
<td></td>
<td>1.87</td>
</tr>
<tr>
<td>Mean of maximum height</td>
<td></td>
<td>16.43</td>
<td></td>
<td>16.73</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td>2.70</td>
<td></td>
<td>2.72</td>
</tr>
<tr>
<td>Mean relative live crown</td>
<td></td>
<td>0.52</td>
<td></td>
<td>0.55</td>
</tr>
</tbody>
</table>

Conclusions

The result of the individual tree-delineation was a representation of each tree crown in three dimensions. Based on this, various properties of the trees can be derived such as height, live crown height, crown diameter, and crown shape. This can in turn be used for classification of the species of the individual trees using allometric relationships [5]. Area-based analysis of ALS data alone does generally not allow for tree species classification since the height distribution of a forest stand with vertically elongated tree crowns (e.g., spruces) might be similar to that of a forest stand with dense low vegetation.

The area-based variables in the two study stands were similar despite that the species richness of flying and epigaeic beetles was higher in S-M03. However, S-M06 was more pine-dominated, while S-M03 had a higher proportion of spruce, and tree species diversity is known to affect overall species diversity. Visual inspection of the ITC revealed more trees with vertically elongated tree crowns and more low vegetation in S-M03. This resulted in a different distribution of the height above the ground of the returns assigned to each cluster and a different mean relative live crown height (Table 1). This means that the ITC provides additional information to separate these two stands, which is not feasible only from the area-based variables.

In our previous area-based study, the most important variable for both birds and insects was the maximum height of the forest. This was consistent with other studies showing a positive correlation between forest age and the species richness of these species. In the current study, ITC delineation made it possible to derive the distribution of tree heights, which can be used as a proxy for the age distribution of the trees. The height distribution is also a measure of the layering, which is important for birds in boreal forests. Additionally, tree species composition is important for habitat analysis. To study the importance of information derived from the ITC clusters, we will derive ITC-based variables for all study stands and relate them to the field observations of birds and beetles.
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Highlights: We used airborne LiDAR data to model habitat for three threatened wildlife species associated with structurally complex, old-growth forests. LiDAR metrics describing 3-dimensional structure provided a new way to quantify canopy habitat with variables that are ecologically relevant to species highly influenced by canopy structure.
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Introduction

Accurate and reliable wildlife habitat models are important for predicting species distributions in order to identify priority areas for conservation and restoration, as well as to guide survey efforts. Development of such models for species that inhabit the canopy of mature forests can be especially challenging because of the difficulties of discerning and measuring the relevant features at an appropriate spatial scale in complexly structured, 3-dimensional space. This problem is exemplified in the productive forests in the Pacific Northwestern U.S., which support both valuable timber resources and wildlife species of conservation concern that are strongly associated with the structurally complex canopy of mature and old-growth forests. Recovery and management plans for old-growth associated species such as the marbled murrelet (Brachyramphus marmoratus), northern spotted owl (Strix occidentalis caurina), and red tree vole (Arborimus longicaudus), identify the need for refined measures of habitat structure, to more accurately estimate the availability of suitable habitat. Until recently, acquiring data that characterize habitat for species that are responsive to forest structure has not been feasible because traditional methods of accurately quantifying habitat have been limited by the inaccessibility of the canopy of trees that can be more than 70 m tall. However, LiDAR (Light Detection And Ranging) is an emerging remote-sensing tool that can provide fine-scale data describing vertical complexity of vegetation, offering a promising application for improving characterization of forest structure at a sub-meter scale of resolution to inform habitat models for landscape scale applications.

The goals of our study were to test the utility of LiDAR derived variables to accurately identify suitable habitat for species associated with the canopy of old-growth forest, and to provide a predictive tool for developing better occupancy maps for threatened and endangered species to guide habitat management. Our specific objectives were to 1) identify LiDAR-derived variables that were most strongly associated with occupancy at multiple spatial scales; 2) assess the usefulness of LiDAR in refining understanding of habitat relationships for each species by comparing models incorporating LiDAR-derived variables to models using traditionally-derived variables; and 3) develop predictive maps of probability of occurrence for each of 3 species of conservation concern within a management district (1,700 km²) using LiDAR-derived data.

Materials and Methods

The study was conducted in western Oregon, USA, on forest lands managed by the Bureau of Land Management (BLM) under the Northwest Forest Plan [1], which established extensive late-successional forest reserves across the study area to protect habitat for native forest-associated species. Wildlife occurrence data used to develop habitat models were derived from a BLM database of survey records. Survey sites were not randomly selected because protocols require that all potential habitat be surveyed prior to tree harvesting or other forest management projects that are likely to affect sensitive species. Thus, all the sites used in our analyses were considered potential habitat that also were suitable for timber harvest.

Discrete return LiDAR data were collected from an airborne platform. Average pulse density was 8.1/m² and up to 4 returns/pulse were recorded. Raw LiDAR point files (LAS format) were processed to produce a set of metrics describing forest cover, forest height, and topographic characteristics for the entire project area. LiDAR metrics were produced using FUSION software [2].
We evaluated the performance of LiDAR-derived variables against those derived from field measurements and other remote-sensing methods that have been used to develop the current best available habitat models. Current habitat models for spotted owls, marbled murrelets, and red tree voles include variables from modeled relationships between data from field plots and spatial predictor variables derived from Landsat satellite imagery, climate variables, and topographic variables (derived from the 2006 Gradient Nearest Neighbor imputation model created for the Northwest Forest Plan effectiveness monitoring [3] and referred to as “GNN variables”). We compared the explanatory power of field-measured and GNN variables to selected LiDAR-derived variables describing gradients believed to be important to old-growth forest species, including those related to tree size and structural complexity (e.g., Table 1). We fit logistic regression models developed with each group of variables (LiDAR-derived and non-LiDAR variables) and assessed model performance with AUC, leave-one-out cross-validation, overall accuracy, sensitivity, specificity, and Cohen’s k.

Table 1. Comparison of models developed with 1) lidar-derived variables, and 2) other variables derived from field plot and other remote sensing methods (GNN/Landtrendr model) to predict occurrence of an old-growth associated species, the marbled murrelet (Brachyramphus marmoratus), in western Oregon, USA.

<table>
<thead>
<tr>
<th>Model</th>
<th>Variable Description</th>
<th>AUC</th>
<th>Cohen’s k</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. LiDAR model</td>
<td>ALLCVABVMN_max</td>
<td>cover in upper portion of canopy</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>EL_p99_max</td>
<td>maximum height of tallest trees</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EL_p10_max</td>
<td>maximum height of bottom of canopy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FRSTCVABVMD_std</td>
<td>variation in cover in upper canopy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EL_kurt_min</td>
<td>distribution of vegetation across canopy height intervals</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Distance-to-coast (km)</td>
<td>Distance to the Pacific Ocean from stand center</td>
<td></td>
</tr>
<tr>
<td>2. GNN/Landtrendr model</td>
<td>SLOPE_PCT</td>
<td>Percent slope</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>PCTMATURE_50</td>
<td>Percent area classified as closed canopy, large to giant conifer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CANCOV_CON</td>
<td>Percent canopy cover of all conifers</td>
<td></td>
</tr>
</tbody>
</table>

Results and Discussion

Our work showed that incorporating LiDAR-derived variables into models can more accurately represent habitat for wildlife species, especially those highly influenced by canopy structure such as the three species we studied. We found that models with LiDAR-derived variables improved prediction accuracy of habitat occupancy for canopy-associated wildlife species over models using variables derived from traditional remote sensing. Our final model for stand-level occupancy by marbled murrelet included 5 LiDAR-derived variables describing canopy structure (Table 1). With an area under the curve value (AUC) of 0.74, this model had acceptable discrimination and fair agreement (Cohen’s k = 0.24), especially considering that all sites in our sample were regarded by managers as potential habitat. The LiDAR model provided better discrimination between occupied and unoccupied sites (Figure 1) than did a model using variables derived from other remotely sensed data that were previously reported as important predictors of murrelet occupancy. We also found two LiDAR metrics that accurately discriminated murrelet nest sites from random sites (average AUC=0.91). The LiDAR-derived variables selected in our models described dimensions of canopy structure that reflect age-related stand characteristics and are consistent with the nesting ecology of the species we examined.

We believe that LiDAR variables had better discriminatory power than the previously used 2-dimensional, categorical variables because of the ability to quantify 3-dimensional gradients in canopy complexity with continuous metrics. The ability of LiDAR to provide continuous, rather than categorical, metrics describing vegetation structure allows for more realistic representation of the ecological gradients that influence species’ distributions. For example, kurtosis of height distribution, a LiDAR-derived variable describing vertical stratification of canopy vegetation, was important in our model of murrelet habitat. The LiDAR-derived kurtosis metric provides a directly measured index of canopy layering as an alternative to a variable (number of canopy layers) that had previously been defined categorically and estimated subjectively. Evaluated in total, the variables identified by our models as important correlates of occupancy describe ecologically meaningful, 3-dimensional features of canopy structure that have not been easily or accurately quantified by other mensuration methods.

None of the variables that entered our models allowed perfect discrimination of occupied and unoccupied stands. However, when evaluating model performance, it is important to consider that all stands in our sample were considered potential habitat. In spite of the difficulty in discriminating among occupancy classes related to a limited range of variation in stand characteristics, our models nonetheless were able to differentiate habitat
based on fine-scale structural attributes. These results indicate that the detailed descriptions of habitat features at relevant spatial scales available through LiDAR can provide superior discriminatory power among habitats that may appear similar from a human perspective. By providing new ways to quantify three-dimensional forest structure, LiDAR expands the lexicon that can be used to describe and understand the physical features that influence habitat selection and use, thereby increasing our capacity to understand habitat relationships.

Figure 1: Comparison of structural profiles derived from airborne LiDAR data for example forest stands representing 3 occupancy classes and unsuitable habitat for the marbled murrelet (Brachyramphus marmoratus) in western Oregon, USA.

Conclusion

LiDAR can substantially improve the accuracy and precision of characterizations of habitat relationships for wildlife species known to be responsive to forest structure by providing fine-scale vegetation data that are inaccessible by both ground plot and other remote sensing methods. Our work demonstrates the advantages of using LiDAR over other remote sensing data for estimating availability of habitat for canopy-associated species in structurally complex forests. Our models can be used to identify sites that have high probability of occupancy by murrelets (Figure 1), northern spotted owls, or red tree voles, based on the fine-scale canopy characteristics to which these species are known to respond.
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Highlights: Our study found promise in the utility of lidar and Landsat time series modeled snag and shrub products in conjunction with additional lidar structure and topographic metrics for modeling and mapping nesting habitat for a species of conservation concern, the Lewis's woodpecker, across a post-fire landscape in central Oregon.
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Introduction

As remote sensing mapping products representing important habitat components increase in availability, detail, and accuracy, new opportunities arise to map habitat for forest species of conservation concern, providing spatially explicit management and conservation resources. One such species yet to be represented in validated fine-scale habitat maps is the Lewis's woodpecker (Melanerpes lewis), which is a species of conservation interest in multiple U.S. states and areas of Canada with habitat loss and degradation proposed as contributing factors in the species decline [1]. Previous Lewis's woodpecker breeding season habitat studies, including the published Habitat Suitability Model (HSM) [2], have identified the importance of a woody shrub component along with moderate canopy cover and a density of large snags [3], although these relationships have not been calibrated with nesting locations and mapped across a post-fire landscape. In the context of source-sink meta-populations, the high reproductive success of post-fire forests have led them to be considered as population sources for the Lewis's woodpecker [4], thus representing critical habitat for this species of concern.

Studies have begun to explore the use of airborne lidar occasionally fused with satellite remote sensing data to map important yet difficult to characterize habitat components [5]. Among these are the fine-scale distributions of snags of varying size thresholds and woody shrubs [5]. The incorporation of such products into habitat mapping efforts are in the early stages and have yet to be validated with the ground Lewis's woodpecker nesting data or explored in a post-fire landscape. The purpose of this study was to incorporate primary (directly derived) and secondary (calibrated with ground data) remote sensing products in the fine-scale modeling and predictive mapping of Lewis's woodpecker nesting habitat in a post-fire landscape.

Material and Methods

We focused our study on a 9-year post-fire complex in the East Cascades of Oregon. We conducted surveys and monitored nests for Lewis’s woodpeckers in the breeding season of 2012. Following fledge/fail, we collected nest tree and cavity data and recorded snag locations with a Trimble GeoExplorer GPS unit, also sampling non-use plots for comparison within modeling efforts.

We included primary and secondary remote sensing metrics in our evaluation of Lewis's woodpecker nesting habitat selection. Primary metrics were directly derived from lidar data acquired in 2009 and 2010 by Watershed Sciences using a Leica ALS50 Phase II and a ALS60 sensor with a pulse rate of > 105 kHz and an average pulse density of 8.6/m2 processed at a 10m grid scale in FUSION. We used previously created maps of the probability of occurrence of snags ≥ 50 cm dbh, the size threshold containing all but 3 of our Lewis's nests, and a map of mean shrub cover, also at the 10 m grid scale, created using the fusion of lidar structure and topographic data with time series Landsat products [6]. Field data stratified by plant association group and fire severity were used to calibrate the models and map the relationships across the lidar-fire overlap area.

A 50 m radius buffer was created around the nests and non-use snags to evaluate relationships between Lewis's woodpecker nest patch selection and a variety of previously noted habitat features of importance at this scale [3]. We summed the number of pixels within the nest or non-use patch that were predicted to contain a snag with dbh ≥ 50 cm and divided by the total number of pixels to create a large snag density metric. After initial exploratory analyses including testing for high collinearity and evaluating variable interactions, we included the following metrics in the statistical analyses: mean canopy cover (COVER%); standard deviation of canopy cover (COVER_SD); standard deviation of the lidar-derived 10m mean height raster to represent the variability in heights across the patch (HEIGHT_SD); degree slope (SLOPE); mean shrub cover (SHRUB%);
and density of snags ≥50 cm dbh (SNAGS). We evaluated 20 candidate models using generalized linear models. For all competing models following AIC model selection, we plotted Receiver-Operating-Curves (ROC) and calculated Area-Under-the-Curve (AUC) values, model and parameter Akaike weights. Ultimately the competing model with high overall predictive capability while minimizing prediction errors was selected as the top model to then apply to the landscape to map suitable Lewis's woodpecker nest patches (Figure 1).

Results

We found models of primary and secondary remote sensing metrics as good predictors of Lewis's woodpecker nest patch selection. Several of the competing models (model with the lowest AIC value and those with delta AIC ≤2) had comparable AUC values, so we chose the model that minimized the false positive and false negative prediction errors as the top model with a percent correctly classified rate of 83% and containing the following habitat metrics: COVER%, COVER_SD, SLOPE, SNAGS, SHRUB%. In single variable candidate models, COVER%, COVER_SD, and SLOPE had significant negative relationships and SNAGS had a significant positive influence on the probability of Lewis's selecting a nest patch. SNAGS also exhibited the highest parameter Akaike weight.

Of the 26 active Lewis's woodpecker nests that we located, all succeeded. We often observed Lewis's modifying existing cavities although it was difficult to determine exactly how many of the nest cavities were fully created or were modified existing cavities as many of the nests were located after initiation. All nests were in broken top snags. Most often nests occurred within the top quarter of the snag (84%), with an average nest height of 17.0 m (SE = 1.2 m). The average nest snag dbh and height was 71.0 cm (SE = 3.1 cm) and 21.6 m (SE = 1.4 m), respectively.

Discussion

Through the use of primary and secondary remote sensing products, we were able to successfully model and map Lewis's woodpecker nesting habitat. To our knowledge, this represents the first time fine-scale secondary snag products have been used in the modeling and mapping of cavity-nester habitat calibrated using known nesting locations, and we found promise in this application. Of note, we have created predictive maps for nest patches for a species of concern in an identified source habitat type, a potentially valuable tool for local conservation efforts and adding to the regional knowledge of species distributions and habitat utilization.

The density of snags ≥50 cm dbh had a strong positive relationship with the probability of nest occurrence. While Lewis's woodpeckers have been found to inhabit and even prefer partially salvaged post-fire stands (Saab et al. 2007), an important management consideration is the retention of large enough snags to meet habitat needs. In our study area we observed Lewis's nests in both salvaged and unlogged units, although the majority of nests were in unlogged stands or along the edge of salvaged and retention patches. As time since fire progresses, snag fall rates increase, with fall rates lower for larger snags [7]. In our 9-yr old burn, snags have begun to fall opening up stands than may have been unfavourable for Lewis's woodpeckers in the early years post-fire, yet
retaining the preferred and longer lasting larger snags. Some salvage logging guidelines utilize a lower snag size threshold than those selected as nest trees in our study as criteria for snag retention. The removal of large snags could have negative impacts for this species of concern which has shown a preference for snags ≥50 cm dbh within several studies [3] including this one. While we have demonstrated one important application of these secondary remote sensing products, the ability to map the distribution of large snags in post-fire landscapes using remote sensing techniques may prove valuable for multiple habitat mapping, forest management, and monitoring applications.

Conclusions

While our models identified the density of snags as the strongest predictor of nesting patches with canopy cover, variability, slope, and shrub cover also included in the top model, these relationships may vary along a post-fire chronosequence and in other unburned Lewis's Woodpecker breeding season habitats. Our study demonstrated the utility of secondary remote sensing metrics, such as fine-scale snag and shrub distributions, in predicting nesting habitat for this species. Future studies should test and validate these relationships with Lewis's Woodpecker nesting locations in other forest types and explore the utility for mapping habitat relationships for additional post-fire wildlife species.
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Highlights: A model for calibration of a full-waveform, dual-wavelength terrestrial lidar (DWEL) couples a logistic telescope efficiency function with an inverse power function to provide apparent reflectance from intensity with range. Separate models for each laser are fitted together and constrained to provide dual-wavelength spectral fidelity with a normalized difference spectral index.
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Introduction

A new and important application of terrestrial laser scanning is the quantification of vegetation structure, principally measures of the physical dimensions of trees, amount and location of leaves, and gaps between and within tree canopies. While point clouds of laser returns recording the presence and location of vegetation objects can provide some elements of structure, complete inference of vegetation structure requires using the intensity of the scattered return, which in turn requires calibration. The calibration of terrestrial lidar scanners provides unique challenges, including (1) a very large variation in intensity with range that can induce saturation of the detector system by bright targets in the near field and reduced intensities that merge with the noise field in the far range; and (2) strong telescopic effects, with defocusing producing weak signals at near range. This paper summarizes how these and other challenges have been addressed for a dual-wavelength, full-waveform terrestrial scanner, the Dual-Wavelength Echidna® Lidar (DWEL). The simultaneous calibration of returns from DWEL’s two lasers, pulsing at wavelengths of 1064 and 1548 nm, also demonstrates how calibration can ensure both radiometric and spectral fidelity in a unified process, thus providing a pathway for calibration of other dual and multiple wavelength terrestrial lidars now in various stages of development and application [1-2].

Apparent reflectance

In its most useful form, calibration provides a signal expressed as a property of the scattering event itself, such as the apparent reflectance of the scattering surface. This measure, defined as the reflectance of a perfectly diffuse target orthogonal to the lidar beam and completely filling the field of view that returns the same energy from the same range as an actual target, is directly useful in retrieving vegetation properties such as leaf area index, foliage density with height, and separation of returns of leaves from those of trunks, branches and ground. For terrestrial lidars, it also provides additional value in more consistent measurements of mean tree diameter, canopy height, stem count density, and indirectly, above-ground biomass [3-4].

To further illustrate the properties of apparent reflectance, if we assume a known diffuse reflectance for the target surface (e.g., leaves) and a random orientation of target surfaces (i.e., mean value of \( \cos(\theta) \) of leaves at different orientations equals 0.5), the apparent reflectance is then directly related to the illuminated fraction \( F \) and the gap fraction \( (1 - F) \). Alternatively, we may assume that the target fully intercepts the beam \( (F = 1) \); the apparent reflectance is then directly proportional to the diffuse reflectance of the target [5].

The Dual-Wavelength Echidna Lidar (DWEL)

The primary scientific objective of DWEL instrument is to separate leaves and woody materials in forests readily in three dimensional space using their different spectral reflectances. Based on the design of the Echidna® Validation Instrument (EVI) [3-4], DWEL adds a second coaxial pulsed laser and acquires full-waveform scans at both near-infrared (NIR, 1064 nm) and shortwave infrared (SWIR, 1548 nm) wavelengths with simultaneous laser pulses. At the SWIR wavelength, laser power returned from leaves is much lower than from woody materials, such as trunks and branches, due to absorption by liquid water in leaves. In contrast, returned power from leaves and woody materials is similar at the NIR wavelength. A more complete description of the DWEL is found in [6-7].
Basic processing

Before point cloud generation and radiometric calibration, the raw waveforms from DWEL are preprocessed to remove background noise; convert digitizer time to apparent range by aligning each waveform to the peak of the outgoing pulse using the signals from a scattering wire or internal Spectralon panel [7]; and correct laser power drift, typically due to instrument temperature change, by scaling recorded intensities according to mean intensities observed from the internal Spectralon panel for each mirror rotation. Further processing removes strong, near-range pulses that saturate the instrument’s digitizers and replaces them with unsaturated equivalents. Point clouds of scattering events are then constructed from the preprocessed waveforms. A waveform deconstruction process identifies individual hits found in the waveform and associates each with its peak intensity, creating a cloud of points representing hits and intensities at coordinates determined from range, zenith, and azimuth angles recorded by the instrument.

Calibration model

The purpose of our calibration is to convert the intensity associated with each pulse peak to apparent reflectance, a measure that removes the effects of telescope efficiency and fall-off with range. The calibration model is:

\[ \rho_{\text{app}}(R_j) = I_j \frac{R_j^b}{C_0 \cdot K(R_j)}, \quad K(r) = \frac{1}{1 + C_1 \cdot e^{-C_2 \cdot r}} \]

where \( \rho_{\text{app}}(R_j), I_j, \) and \( R_j \) are the apparent reflectance, intensity, and range of the \( j \)-th peak; \( C_0 \) is a constant scaling intensity to apparent reflectance; \( C_1, C_2, \) and \( C_3 \) are constants of the telescope efficiency function \( K(r) \) with range \( r; \) and \( b \) is the exponent of range. The efficiency function has a logistic shape rising from 0 to 1; parameters \( C_1 \) and \( C_3 \) together determine the range at which the function approaches its asymptote of one, while \( C_2 \) controls the rate at which telescope efficiency rises from 0 to 1 in the near range. For DWEL, the functions rise rapidly from 0 m range to 0.5 at about 3-4 m (NIR, SWIR) and reach 1 asymptotically at about 10-15 m.

To provide data to fit the model, we scanned three panels of different reflectance values from a nearly perpendicular direction at 33 range locations from 0.5 m to 70 m. The three panels included a white Spectralon panel and two foam boards painted with flat interior wall paint in light and dark gray tones. We used the manufacturer’s specification for the Spectralon panel and determined the reflectances of the gray panels by the average ratio of each gray panel to the Spectralon panel at all ranges. All panels were sufficiently large to intercept the whole laser beam at 70 m.

To fit the model, we estimated the calibration parameters of the two wavelengths together in a joint calibration model using an objective error function that minimized relative errors in \( \rho_{\text{app}} \) from both wavelengths and a spectral constraint that minimized the differences in a normalized difference index from both wavelengths

\[ \text{NDI} = \frac{(\rho_{1064} - \rho_{1548})}{(\rho_{1064} + \rho_{1548})} \]

The constraint optimized the calibration for vegetation study and also improved the stability of parameter fitting. To assess the goodness of fit of the model, we randomly divided the intensities (about 24,000 samples for each range) into a training set (80 percent) and a validation set (20 percent). In the training set, return intensities were normalized by the corresponding panel reflectance to provide equivalent target reflectances of 1.0 and then averaged together for each range to reduce noise in the data. Table 1 documents the fit of the model to both training and validation datasets; \( R^2 \) values are high and RMSE values are quite low. More definitive studies are needed to confirm these results. It should be noted, however, that no instrument is perfectly stable and recalibration will most likely produce slightly different values.

<table>
<thead>
<tr>
<th>Table 1: Assessment of calibration fitting and validation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>Training</td>
</tr>
<tr>
<td>Adjusted ( R^2 ), measured vs. modeled intensity</td>
</tr>
<tr>
<td>RMSE, apparent reflectance</td>
</tr>
</tbody>
</table>

Example of apparent reflectance processing

Figure 1 provides two images of a scan of a deciduous hardwood forest stand in the northeastern United States, acquired in September, 2014. The site, located within the Harvard Forest, Petersham, Massachusetts, is a 1-ha plot dominated by red maple (Acer rubrum), red oak (Quercus rubra), and white birch (Betula papyrifera) with an understory of these species accompanied by American beech (Fagus grandifolia), American chestnut (Castanea dentata) and others. Several large white pines (Pinus strobus) also occur in the stand. The images are color composites, with 1548 nm values in red, 1064 nm values in green, and blue as dark constant. Values displayed are the sums of intensity or apparent reflectance returns, averaged for all waveforms in the bins of an equal-angle projection. In the upper image, intensity clearly decreases with range and colors are inconsistent. In the lower image, trunks are visible at far range and colors are more uniform.
Conclusion

In summary, our work addresses the challenges posed in calibrating multiple-wavelength, full-waveform terrestrial laser scanners by formulating a flexible calibration model, acquiring appropriate calibration data, fitting the model with a constraint providing spectral consistency, and testing the results. The next step is to use calibrated data to retrieve forest structural parameters with the new dual-wavelength data of the DWEL. This is the subject of additional papers now in preparation. This work was supported by the US National Science Foundation, under grant number MRI-0923389.
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Highlights: Calibrated laser reflectance in two wavelengths was used to extract returns resulting from leaf hits and corrected for amount of material in each footprint and clumping of material. True LAI was calculated using an inversion of gap fractions, validated for individual trees, and analysed for multi-temporal forest plots.
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Introduction
In the past decade, Light Detection And Ranging (LiDAR) systems have proven their ability to collect three-dimensional (3D) datasets with high detail and accuracy. Applications for forest structure measurements and associated biophysical parameters have been demonstrated from both airbourne (ALS) and ground-based (TLS) laser scanning systems. However, challenges still remain that limit the full characterisation of tree structures from these sensors. One of these is the inability to directly distinguish returns resulting from woody and leaf material. As a result, important ecological parameters such as leaf area index (LAI) and foliage profiles are often calculated from the entire forest point cloud leading instead to the generation of plant area index (PAI) and whole plant profiles. The accurate separation of tree leaf and wood returns would have far-reaching benefits including increasing accuracy in forest structural measurements, providing a validation tool for other indirect approaches, and in reducing uncertainty in hydrological, ecological, and climate modelling. Carbon allocation among tree organs is a topic of significant ecological interest due to the differing functioning roles of wood as slow decomposable carbon pools with low metabolic activity, and leaves as fast decomposable dynamic carbon pools which control moisture, gas exchange, and collect radiation. The relationship between processes (respiration and production) and Gross Primary Production (GPP) differs between the tree components and therefore their potential effect on carbon sequestration in times of rising carbon dioxide. It has been found that total biomass alone is not a good predictor of carbon flux in forests [1]. Therefore rather than assuming whole plant carbon use, it has been recommended that estimates are made by component. Forests are also sensitive indicators of climate change via vegetation phenology. Improved measurements of the seasonal accumulation and loss of leaf material would provide a significant resource with which to examine how species and ecosystems have responded to temperature variations and how they may respond to future climate change [2].

Although the physiological mechanisms involved in leaf and woody material growth are relatively well understood, directly measuring how much of each pool is present at one time, and its spatial and temporal characteristics, poses a significant challenge in structurally complex heterogeneous forest environments. Recent development of innovative multi-spectral sensors could provide a solution. Multi-spectral TLS instruments measure their surroundings using different wavelengths of radiation exploiting the spectral properties of forest target features. The aim of this paper is to offer an improved approach to estimating leaf area index with dual-wavelength full-waveform TLS.

The Salford Advanced Laser Canopy Analyser
The Salford Advanced Laser Canopy Analyser (SALCA) [3] is a dual-wavelength full-waveform TLS. The sensor was developed by the University of Salford and Halo Photonics Ltd as an experimental research
instrument to measure forest canopies using a hemispherical scanning pattern. Two lasers are fired for every one ‘shot’ at wavelengths 1545nm and 1063nm and the full backscattered signal from both is recorded. Information is extracted from the return signal by decomposing each full waveform into a series of individual echoes using custom built algorithms.

**An improved method of LAI estimation from TLS**

The ability to generate apparent reflectance from a laser scanning system is essential for inferring information on target properties. In forest environments, this relates to data of increased ecological value and is the first step to distinguishing leaves from woody material, as well as parameters relating to the health of vegetation. For the SALCA instrument, a novel approach has been applied to perform a radiometric calibration using artificial neural networks to convert recorded intensity into reflectance with a RMSE of 6% for both wavelengths. Based on the reflective properties of leaf and woody components in the wavelengths inherent to SALCA, and demonstrated in [3] and [4], taking a reflectance ratio of the wavelengths at each point should allow separation of these materials. Returns were matched between wavelengths and the SALCA Normalised Ratio Index (SNRI) calculated according to (equation 1):

$$SNRI = \frac{\rho_{1545} - \rho_{1063}}{\rho_{1063} - \rho_{545}}$$

where $\rho$ indicates reflectance. A threshold was then applied to separate the point cloud into two components representing leaves and wood. This allowed LAI to be calculated directly from the photosynthetically active material alone. To take into account the amount of material in each shot a weighting was applied based on the leaf reflectance of a ‘full hit’. Leaf area index, the most important variable for modelling a range of ecological processes, was then derived using an inversion of the gap fraction model (equation 2):

$$LAI(z) = -2 \int_0^{\pi/2} \frac{\ln(p_{\text{gap}}(\theta, z)) \cos \theta}{\Omega(\theta)} \sin \theta d \theta$$

where $LAI$ is the leaf area index; $p_{\text{gap}}(\theta, z)$ is the gap fraction in the direction of the zenith angle $\theta$ at height $z$, and; $\Omega(\theta)$ is the canopy element clumping index. The clumping index measures the spatial aggregation of foliage elements, and was calculated by applying nearest neighbour point pattern analysis to each leaf point cloud in a 3D domain. Incorporating the clumping index corrects for the non-randomness in the 3D distribution of the foliage that often leads to underestimation of LAI.

**From a single tree to multi-temporal forest plots**

This approach was first tested on SALCA scans of three individual oak trees. Accuracy was assessed using destructive sampling of foliage carried out at the Forest Research UK site at Alice Holt, Farnham, in July 2014 as part of a collaboration initiative with University College London (UCL), University of Newcastle, and University of Salford.

Secondly, the spatial and temporal characteristics of LAI was examined for a range of common UK forest plots. Data was acquired over 32 field visits to Delamere Forest, Cheshire, UK, over a full annual phenological cycle between March 2014 and April 2015, and included broadleaf deciduous, evergreen conifer, and deciduous conifer species. Coincident digital hemispherical photographs were also acquired. This paper reports the first results of this experiment demonstrating accurate, fully validated, estimates of true LAI at different forest stands.
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Highlights: Fine-scale, simultaneously acquired classification from terrestrial lidar and imagery may characterize the tidal and phenological components of Landsat 7 and 8 imagery. Terrestrial lidar provides a way to quantify geomorphological changes in saltmarshes in response to nitrogen fertilization. Adaptation of forest analysis techniques allows biomass models of saltmarshes and mangroves.
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Introduction

Coastal environments play substantial roles in geochemical cycles, and are essential for carbon sequestration, coastal armoring, and storm energy mitigation. They serve as the front line of global climate change, subject to and sensitive to potential changes in freshwater, oceanic and atmospheric chemical conditions as well changes in the frequency and intensity of storms. Therefore it is extremely important to determine, monitor and eventually model conditions and function in coastal environments globally. Remote sensing has provided the ability to observe general ecosystem conditions and change at meaningful spatial and temporal resolutions for large spatial extents. However, coastal ecosystems present considerable challenges in the use of remote sensing resources due to the high temporal dynamism resulting from the strong, regular influence of tides and vegetation phenology. This dynamism can be exacerbated by influences such inundation by extremely strong, episodic flooding or storm surge, and snow cover at some latitudes. Characterizing these sources of variation and quantifying their effect on remote sensing observations clarifies the investigation of underlying, long-term ecological changes.

Content

Through a synthesis of terrestrial and airborne remote sensing resources, validated with traditional field methods, we have developed classification, reconstruction and quantification methods for vegetated coastal ecosystems. In saltmarshes, we are establishing fine-scale classification techniques by combining terrestrial lidar observations with RGB imagery. A highly-portable, rapid-scanning, highly-resilient terrestrial lidar, the 905nm, 4mrad resolution, 40m range Compact Biomass Lidar (CBL), built around a SICK LMS151 lidar unit, was developed by the University of Massachusetts Boston in collaboration with Rochester Institute of Technology to meet the challenges of deploying terrestrial lidar in coastal environments. The CBL scans from a tripod in mangrove environments, or a mobile tram system to maximize overhead views of saltmarsh vegetation and creeks while minimizing disturbance. While mangrove classification follows traditional forestry methods, saltmarsh classification techniques utilize observable structure, reflective properties and imagery to separate water, soil and vegetation species.

Throughout the 2015 growing season, fine-scale classifications are being acquired for seven adjacent areas co-located with Landsat 7 and 8 pixels, by scanning with terrestrial lidar at a unique-coverage sampling distance of 5m within each pixel, and combining with overhead optical imagery captured from a portable rig suspending a GoPro Hero3+ camera at a height of 2.5m. The acquisition times for these data corresponds to the times of the satellite overpasses at the Plum Island Long Term Ecological Research site in Massachusetts, USA. Relating the biological and structural components of the pixels to the intensities of the various Landsat spectral bands allows characterization of the various components of the signal, especially the relative contribution of water, vegetation, and exposed soil,
depending on the tidal state. We will present validation by manual classification and sensitivity studies in terms of frame-shift of the pixels and component level identification, as well as preliminary comparisons to LandSat data in terms of relating prominent ecosystem components such as water and exposed soil to LandSat per-channel reflectance values.

These classification techniques are also being transferred to NASA Goddard’s Lidar, Hyperspectral and Thermal (G-LiHT) airborne instrument package, which acquired data over Plum Island LTER during 2014. The potential to augment the lidar structural classification of water, soil and vegetation species with the hyperspectral and thermal instruments is under investigation. Future saltmarsh overpasses by G-LiHT will be accompanied by simultaneous terrestrial data acquisition, facilitating validation.

In conjunction with the ongoing TIDE (Trophic Interactions in Detrital Ecosystems) project to study the effects of nitrogen fertilization on saltmarsh ecology we employ the CBL to examine creek geomorphology. Nitrogen fertilization has been associated with loss of conserved creek bank structural form, via changes in the root morphology of creek bank vegetation [1]. Preliminary studies in 2014 suggested that analyzing lateral sections of creek banks extracted from lidar scans can provide a quantification of structure loss. Throughout 2015 we are acquiring a temporal series of scans of the complete experimental and control creeks, and investigating geomorphological differences with a spatial function-fitting method. Scans are acquired with a purpose-built tram system allowing the lidar to be deployed above the center of each creek. Scans are then co-located by manual alignment and segmented perpendicular to the predominant creek direction. Segments from each slice of the control creeks are fitted to quadratic functions and the fit of experimental creek segments to these functions is tested to describe geomorphological differences.

Species-level classification of saltmarsh vegetation also facilitates biomass estimation through a combination of individual unit reconstruction to estimate density, and volumetric analysis of polygons formed by fitting faceted meshes to lidar data. Preliminary studies at Thompson Island, Nantucket Island, Plum Island and Waquoit Bay (Massachusetts, USA) throughout 2013 and 2014 suggest these techniques are particularly effective in saltmarshes where the influence of salinity gradients results in highly conserved areas of vegetation species. Validation at a fine scale will be facilitated by traditional field measurements of vegetation at Plum Island during 2015. We present the biomass estimation methods, as well as extrapolative modeling techniques under development.

In addition to the saltmarsh deployments, the CBL was deployed alongside the collection of traditional field measurements as part of a validation campaign for NASA’s EcoSAR (Synthetic Aperture Radar) instrument in mangroves in Drake’s Bay, Costa Rica in 2014. This also served as an initial study of the capabilities of terrestrial lidar to provide reconstructions of mangrove vegetation for quantified analysis. Stems, branches and leaves were captured effectively by high-density scanning schemes, and reconstructed for biomass quantification utilizing an adaption of the Quantitative Structure Modeling (QSM) [2] which is typically used for terrestrial forests. We are investigating two alternative approaches for quantification of the biomass of the morphologically distinct exposed root structures of the mangrove species. We show initial results from both structural inversion, which allows the utilization of QSM to model the roots of each tree, and a volumetric voxelization analysis applied only to the root layer.
Figure 1: (Clockwise from top-left) Point cloud extracted from multiple CBL scans for a mangrove tree in Drake’s Bay, Costa Rica; from G-LiHT lidar instrument for Plum Island saltmarsh, MA, USA; and reprojected from CBL scan for Thompson Island saltmarsh, MA, USA.
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Highlights: Estimating exact 3D distribution of canopy components using terrestrial lidar in forest is limited by signal occlusion. We propose a method to address this limitation: it uses voxels, beam returns and beam propagation through the scene. The proposed method was validated using simulated forest scenes and a lidar simulator.
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Introduction

Terrestrial lidar scanner (TLS) can be used in forest stands to investigate fine structural attributes at the stand- and tree-level. Visual inspection of the point cloud from a single scan taken by a TLS shows many areas with no points due to signal occlusion. The impact of signal occlusion is more important as the distance from the scanner increases. It also increases with stand structural complexity. One way to reduce the occluded areas in the point cloud of a forest plot is to produce a co-registered (or aligned) point cloud from several scans at different locations inside and around the plot. This way to proceed reduces but does not eliminate occluded areas. However merging multiple scans introduces oversampling: i.e. the possibility that one component may be probed from several directions. Oversampling is also likely to occur in a single scan for targets close from the scanner for which laser beams may overlap. Overall, signal occlusion and oversampling is present in all point clouds of forest plots taken by TLS and it alters the estimation of an exact 3D spatial distribution of the forest components if this estimation is based on point density. This situation is so prevalent that one can assume that the number of lidar returns is biased compared with true component distribution: it is proportionally higher for objects closer to the sensor and conversely lower with increasing distance from the sensor. This results in a misrepresentation of the number of returns compared with the real distribution of the forest components. For instance the vertical profile drawn from TLS data artificially inflates the number of returns from lower canopy and does not provide a proper account of the components from the upper part of the canopy for which the laser beam is strongly occluded. A similar effect exists with airborne lidar data [1]. At this point no correction method exists for this bias of representation of component distribution.

Enhanced forest inventory are expected from new methods of processing TLS data designed to estimate forest attributes [2]. For example, assessing stem shape (DBH and stem taper) is not affected by point oversampling from multiple scans, if the scans are well aligned, but it may be affected by signal occlusion. Several methods proposed replicating detailed tree structure from raw TLS data ([3]). These methods are promising but they require extensive computing to provide a 3D spatially-explicit structural representation of the forest. A simpler method to process the TLS point cloud is required to help estimating the exact 3D distribution of forest components. Voxel representation may be a way to reduce the complexity of point clouds while retaining a sufficient level of details for further analyses. The representation of the point cloud into voxels can allow estimation of many structural attributes such as LAI [4] or metrics describing asymmetry [5] or linked to the quality of wood fiber attributes [6]. The main objective of this study is to develop and validate a method to process the TLS point cloud taken in forest stands, using voxel representation, to allow estimating reliable 3D forest component distribution, consequently removing the impact of signal occlusion and oversampling.

Materials and Methods

The study objective was met by following four methodological steps: (1) simulating detailed forest structure for a range of documented conditions, (2) simulating the point cloud resulting from multiple TLS scans acquisition for the simulated forest scenes, (3) developing a two-step method to deal with signal occlusion and oversampling, and (4) estimating error of the results from the two-step method. These efforts were therefore concentrated towards the development of a method to estimate the component distributions in 3D using the Plant Area Density (PAD in m²/m³) in a voxel-based environment.
**Simulation of forest canopy:** It is virtually impossible to have direct in situ measurements of forest component distribution in 3D to serve as a reference. Consequently we decided to simulate realistic forest scenes with the fine-scale architectural model L-Architect [3]. We reproduced 12 realistic forest scenes over a range of documented conditions typical of boreal forests of Eastern Canada largely dominated by black spruce (Picea mariana) and balsam fir (Abies balsamea) [3].

**Simulation of the TLS point cloud:** All the simulated forest scenes were “scanned” by a TLS-simulator based on a ray-tracing algorithm and in similar conditions typically performed during field acquisitions. The TLS-simulator replicated a hemispherical geometry and technical characteristics similar to the Faro© and the Zoller+Fröhlich© sensors in high resolution mode, which recorded only the first return. All plots were scanned from 5 positions, including one at the plot centre and the 4 others placed at an equal distance near the plot edge. The resulting five scans of each plot were aligned, clipped on the plot dimension and assembled.

A two-step method to address signal occlusion and oversampling: The datasets were processed and analysed for voxel sizes of 5, 10, 15 and 20 cm edges, respectively, to assess if voxel resolution had an impact on the quality of the results. The method was composed of two distinct steps. The first step provided an estimate of the PAD within each voxel according to the number of lidar beams crossing the voxel and the number of returns. This step combined two procedures: procedure 1 used the L-Vox algorithm that estimates the theoretical number of lidar beams crossing each voxel and calculates a density index using the number of returns ([7], [3]), and procedure 2 processed the number of incident lidar beams and their path in the voxel following the method suggested by [4] to estimate the PAD for every voxel. These procedures both required defining a minimum number of lidar beams entering the voxel. After several preliminary tests, we set the threshold at ten. This allowed processing voxels with moderate beam occlusion, but not voxels severely occluded. The second step of the method involved assigning missing value for voxels severely occluded with at least one return but less than 10 lidar beams crossing them. All these voxels were assigned with the average PAD value of the corresponding voxels located within a 1-m slice in height (z).

**Error estimation:** The simulated scenes with L-Architect provided an exact account considered as the reference values of PAD and LAD (Leaf Area Density). It was therefore possible to use that information to compare the reference vertical profiles from the ones of the simulated scenes produced from the TLS-simulated datasets. Differences between vertical profiles quantified the impact of beam occlusion and object oversampling. Then, the reference PAD values of all scenes could be compared with the results from each step of the two-steps method. Lastly, the two-step method was adapted to process only returns associated with foliage. This allowed comparing how the two-step method could also be used to produce realistic spatial LAI distribution of a forest scene. Overall the error estimation quantified the error of the two-step method to process TLS point clouds for its ability to provide exact distribution of forest components, expressed in PAD and LAI.

**Results and Discussion**

Preliminary results suggest that the two-step method corrects the raw TLS data for the impact of beam occlusion and object oversampling by at least 95%. When vegetation density was assessed directly from point frequencies of raw TLS point clouds, most profiles showed important differences with the reference and the normalized profiles of the simulated scenes. For example, the peak of point density for the TLS-simulated data occurs mostly at 4 to 5 m below the one from the simulated scenes. This concurs with the general hypothesis that TLS returns tend to overestimate the quantity of component area on the lower part of the canopy and understorey (closer to the sensor) and underestimate this quantity in the upper part of the canopy [1] (Fig 1). Applying the first step of the method already improved greatly the normalized vertical profiles compared from the raw TLS data by repositioning the vertical maximum close to the one provided by the reference. Similarly, applying the first step of the method also improved greatly the general shape of the vertical profile compared to the raw TLS data with the reference values (Fig 1). Both the position of the maximum and the parametrized shape of the vertical profile are being improved to a 90% match or better for four varied scenes we tested so far. Furthermore, applying the second step of the method improved even more the results with a match reaching and beyond 95% for the tested scenes (Fig 1). These encouraging results will be further tested on twelve scenes and documented to assess the limitations of the methods. However, the preliminary results over four diversified scenes indicated that the two-step method is a good way to preprocess raw TLS data of forest scenes to recover the exact distribution of components through the PAD and LAD. We plan to implement these procedures in Computree (http://computree.onf.fr), an open source web platform to process TLS data. The two-step method will therefore be potentially useful to deal with signal occlusion and oversampling, but it will need to be adapted to specific sensors and for other forest scene configurations yet not tested.
Figure 1. Four vertical profiles for two forest scenes simulated with 10 cm voxels: (blue line) the reference values in PAD from the simulated scenes with L-Architect, (red line) the raw TLS-simulated data normalized (density values) of the forest scenes, (dotted black line) the normalized values (density values) resulting from the first step of the method and (solid black line) the normalized values (% returns) from the two steps of the method.
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Highlights: Accurate quantitative structure models (QSM) of trees can be reconstructed from terrestrial laser scanner measurements (TLS). QMSs are fast to reconstruct and are very useful for interpreting the TLS measurements and therefore have lots of applications, such as non-destructive above-ground biomass estimation and change quantification and tree structure metrics.
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Introduction

Terrestrial laser scanners (TLS) can provide detailed non-destructive measurements of the tree structure. Computational methods are required to transform the (xyz) point cloud into useful and compact information. One approach is to reconstruct a quantitative structure model (QSM) of the tree from the data [1-2]. A QSM is a hierarchical collection of geometric primitives or building blocks, which give the local geometric information of the tree structure such as diameters, lengths, and directions (see Figure 1). The simplest and the most often used and robust choice of the building block is the circular cylinder, but other shapes such as cones and elliptic cylinders can be also used [3]. QSMs also contain the topological branching structure information, i.e., what is the branching order of a given branch and which branch is its parent branch. Thus from a QMS lots of useful tree information can be computed such as total, stem, branch, 1st-order branch, etc. volumes and lengths, including dbh and tree height. Also volumes, lengths, taper and branching angles for individual branches can be computed. Notice that the building block approach results in discontinuous surface models. However, using continuous surface models would make the model reconstruction harder without contributing anything substantial to the quantitative structure information.

Reconstruction of QSMs from TLS data

Details of the QSM reconstruction from TLS data are presented in [1-3]. In a nutshell, first the point cloud is segmented into its individual branches and then the QSM is reconstructed by fitting geometric primitives to the segments. For the segmentation process the point cloud is partitioned into small sets that correspond to small surface patches in the tree surface. These patches are natural surface elements, which allow fast and accurate segmentation based on surface growing and local connectivity of the neighbouring patches. The point cloud may also contain measurements from ground and understory, and these are automatically removed. The whole reconstruction process is very general in the sense that no species-specific assumptions are used.
The duration of the reconstruction process of a QSM from a point cloud with millions of points from a single tree is usually few minutes with a laptop computer. User needs to specify few input parameters defining the patch diameters and cylinder lengths. As a rule of thumb, the patch size, which can vary along the tree according to automatically approximated local branch size, needs to be smaller than or comparable to the details to be modelled. Therefore if the sizes of patches are small enough, the results should be quite robust and not change much if the parameter values are changed a little. On the other hand, very small patch sizes, particularly with 1 or 2 scan positions and low scan resolution, can result in large underestimation of the volume.

Applications

Above-ground biomass

Given basic wood density, it is possible to convert the volumes from QSMs to biomass. Thus with TLS and QSMs it is possible to measure the above ground tree biomass accurately, non-destructively, cheaply and fast as our experience with Australian Eucalyptus plots shows [2]. With the eucalyptus the biomass was also estimated much more accurately than with species-specific allometry [2].

Automatic tree extraction and massive scale tree modelling

The segmentation process used in the QSM reconstruction can be also used for automatic tree extraction from point clouds [4]. We have shown that in a day you can extract and reconstruct QSMs for thousands of trees in multi-hectare plots (see Figure 1) with a laptop computer. The number of scanner positions does not need to be high as a few tens of scans should be enough to cover multi-hectare areas, assuming the forest is not very dense.

Tree structure metrics and distributions

The geometrical and topological structure information of QSMs can be used to compute e.g. the branch size distribution. This distribution tells how much volume there is in tree parts within given diameter class. This kind of metrics and distributions can give new insight for tree growth and structure. For example, we found that the branch size distribution has similar shape for trees of different height in similar growing conditions [5]. We have also used metrics from different branch orders for estimation of plant scaling laws for metabolism [6].

Change detection and quantification

Non-destructiveness of the TLS measurement allows repeated measurements of the whole tree during multi-year periods or a growth season and therefore follow-up of growth and change of trees. The change in the biomass, branch length, number of branches, etc. is then estimated from QSMs reconstructed from the repeated measurements [7]. Not only growth, but also dying and storm and other damage can be detected.

Below-ground biomass and structure

Stump-root systems can be uncovered from ground and then measured with TLS. From the resulting point clouds we can reconstruct hybrid QSMs, where the complex stump part is modelled with a triangulation and the roots with cylinders [8]. The hybrid QSM of a stump-root system contains the same geometrical and topological information as the cylindrical tree QSMs.

Buttress roots

Big tropical trees can have large buttress roots with complicate shapes, which are not possible to model accurately with simple shapes such as cylinders. Triangulations fitted to point clouds can estimate the volume and surface area of these roots accurately. The reconstruction of triangulations is robust as it uses a priori information about the data and shape, allowing realistic interpolation over large gaps in the measurement cover. A hybrid QSM, combining the triangulated buttress roots and cylinder model of the upper parts of the stem and branches, can be made to model the whole tree accurately.

Functional structural tree models

Functional structural plant models (FSPM) aim to replicate the geometrical and topological structure of the plant and the growth dynamics using some biological, physical, etc. rules. The plant structure and particularly also its random variability, i.e., distributions, need to be measured for developing realistic FSPMs. The measurements should be also non-destructive to allow follow-up of the development of an individual plant. With TLS and QSMs we can, for the first time for FSPMs of large trees, do this kind of measurements in large-scale, fast, and cheaply [9].

Tree response to wind forcing

The detailed structure information of QSMs can be used to simulate the response of the tree parts to given wind forcing. The simulations can predict wind damage on tree plantations and natural forests. Conversely, one can simulate the wind resistance caused by the trees and used this information for example for optimisation of wind turbine locations in forests.
**Forest fires and fuel structure modelling**

Structure information of the QSMs provides ways to estimate and model fuel distribution in the forest for forest fires [10]. The fuel distribution information helps the management of forests to effectively prevent or minimise fires in forests close to residential areas.

**QSMs as supports for eco-physiological data**

QSMs can be combined with or used as realistic structural support for eco-physiological data such as leafs, chlorophyll and water content. Multi- or hyper-spectral TLS measurement may be needed to measure these eco-physiological data.

**Determination of tree phenotype**

A tree species can have a large number of structural phenotypes. Determination of the phenotypes may require accurate and comprehensive measurements of large number of trees to recognize possibly quite subtle differences. TLS and QSMs could offer a useful tool for structural phenotype determination.
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Introduction

Over the previous decades the interest in large-scale forest inventories utilizing several sources of data has increased considerably. In case design-based samples are selected, the model-assisted estimation framework (Särndal et al. 1992) allows combining several sources of auxiliary information through, e.g., multi-stage or multi-phase surveys. In this case model relationships between auxiliary and target variables are used to improve the precision of the estimators.

Model-based inference is an alternative mode of inference that can be applied in case auxiliary data are available. Described briefly, model-based inference relies more heavily on the correctness of the model(s) applied in the estimators. While the dependence on the model is a drawback, this mode of inference also has advantages over design-based approaches; e.g., in some cases smaller sample sizes might be applied for reaching a certain level of accuracy. For a detailed presentation and discussion about design-based and model-based inference in forest surveys, see Gregoire (1998).

While several sources of auxiliary information straightforwardly can be applied in the case of model-assisted estimation, following established sampling theory, (e.g., Saarela et al. 2015a) this issue is less explored for model-based inference for the case when the different auxiliary variables are not available wall-to-wall. For example, recent studies by Ståhl et al. (2011) and Corona et al. (2014) suggest how probability samples of auxiliary data can be incorporated in connection with model-based inference. This approach was termed “hybrid inference” by Corona et al. (2014) to clarify that auxiliary data were collected according to design-based sampling.

In this study we present how the model-based estimation technique can be applied in a three-phase sampling framework utilizing Landsat full cover auxiliary data, LiDAR sample data and field data. New estimators for the population mean and its variance were developed, and analysed through Monte Carlo simulation. The precision of the estimator was compared to the precision of an estimator utilizing LiDAR full cover or Landsat full cover, only.

Material and methods

An artificial population was applied in this study; it was created using a multivariate probability distribution copula technique (Ene et al. 2012). The artificial population resembles the Kuortane study area, western Finland, and consists of Landsat spectral values of green (B20), red (B30) and shortwave infra-red (B50) bands, LiDAR metrics maximum height (\(h_{\text{max}}\)), the height of the 80\(^{\text{th}}\) percentile of height distribution (\(h_{\text{80\%}}\)), canopy relief ratio (CRR) and the percentage of first returns above 2 m (\(p_{\text{veg}}\)) as a crown cover estimate, and growing stock volume values. Details of the population can be found in Saarela et al. (2015b). Figure 1 provides an overview of the study area.

Our objective was to estimate the population mean \(\mu\) of the grid cell volumes in the study area. Our first phase “sample” is a wall-to-wall coverage of Landsat-based auxiliary information. The second phase sample was obtained from \(M\) grid cells. Each second phase sample has two sets of auxiliary data: the Landsat- and the LiDAR-based. The third phase sample comprises \(m\) grid cells, subsampled from the second phase sample. For these grid cells, growing stock volume was assessed. Different estimators were compared in the study:

Case A: three-phase model-based estimation, where Landsat data were collected in the first sample phase LiDAR data in the second phase, and field data about growing stock volume in the third phase.
Case B: two-phase model-based estimation with Landsat data and field data.

Case C: this case has the same sampling design as Case B, but with LiDAR auxiliary information available instead of Landsat.

We used ordinary least square regression for developing the needed models, assuming that our response variables were independent and normally distributed with homogeneous variance.

For each case, Monte Carlo sampling simulation with 1000 repetitions was performed. We used simple random sampling without replacement for all cases and phases of sampling. Based on the outcomes of the simulations, the variance of an estimator was approximated through empirical variance as

\[
V(\hat{\mu}_{emp}) = \frac{1}{1000-1} \sum_{i=1}^{1000} (\hat{\mu}_i - \bar{\mu})^2
\]

where \(\hat{\mu}_i\) is the estimated population mean after \(i^{th}\) iteration, and \(\bar{\mu}\) is the average of estimated population means over all iterations. This variance was compared with the average of the estimated variances.

Figure 1: The Kuortane study area.

Results

In Table 1 the averages of estimated population means \(\bar{\mu}\) and its variance \(\text{V}(\bar{\mu})\), and empirical variances \(V(\hat{\mu}_{emp})\) for each case are presented.

The population size was \(N=818016\) grid cells, the second phase sample was \(M=1000\) grid cells, and the third phase sample was \(m=100\) grid cells.

Table 1: The averages of estimated population mean and its variance, and empirical variance.

<table>
<thead>
<tr>
<th>Case</th>
<th>(\bar{\mu}), m³ha⁻¹</th>
<th>(\text{V}(\bar{\mu})), (m³ha⁻¹)²</th>
<th>(V(\hat{\mu}_{emp})), (m³ha⁻¹)²</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>100.925</td>
<td>64.478</td>
<td>66.106</td>
</tr>
<tr>
<td>C</td>
<td>101.173</td>
<td>8.598</td>
<td>8.792</td>
</tr>
</tbody>
</table>

Discussion

Non-surprisingly, Case C with LiDAR auxiliary information available wall-to-wall led to the highest precision. LiDAR metrics are highly correlated with forest attributes such as growing stock volume and biomass (Næsset, 2002). Case B, utilizing full cover of Landsat data, resulted in the lowest precision of the population mean estimation. Case A shows how different sources of auxiliary information can be utilized in the model-based estimation framework. The main advantage of the approach is that it doesn’t require a probability sample of field data; hence purposive sampling can be applied, which leads to decreased costs.
The method can be used as a base for developing technologies for large-scale surveys utilizing several sources of auxiliary information where probability sampling cannot be established due to the forest areas remote location. The method is one step forward to decreasing costs on surveys maintaining or even improving given precision.
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Introduction

Model-based inference has become increasingly important in recent years for estimating forest attributes, especially over remote areas where accessibility is limited and field data collection based on rigorous sampling design is difficult. However, several prominent issues remain to be thoroughly investigated for broader application of model-based methods for biomass estimation. First, most of the current methods assume that the tree aboveground biomass (AGB) estimates derived from field measurements (e.g. DBH and tree height) and allometric models are free of errors. In reality, both field measurements and allometric methods have errors that can contribute to the errors of the estimation of tree AGB. Incorporating errors of individual tree AGB estimates into model-based estimation is a recent practice (Chen et al., 2015; McRoberts and Westfall, 2015) and thus more research is needed along this line. Second, there is a pressing need to combine the national forest inventory (NFI) plots with remotely sensed data for estimate forest AGB over large areas. However, most NFI plots in many countries were located with recreational GPS. We need to assess how the errors in plot locations affect the AGB model constructed from the field data and the corresponding AGB estimation over the whole study area. Third, the recent availability of high spatial resolution satellite Digital Surface Model (DSM) constructed from stereo imagery (e.g., ALOS PRISM), when combined with a high quality Digital Terrain Model (DTM), provides a promising opportunity to map canopy height over large areas. The use of the derived canopy height from the integration of such products for accurate biomass estimation is yet to be assessed.

Objectives

Using airborne lidar data and ALOS PRSIM DSM over a conifer forest in California, this study attempts to address the following issues. First, impacts of the errors of individual tree AGB estimates on model-based estimation will be investigated. Second, this study will compare the use of (1) airborne lidar height metrics and (2) the canopy height calculated as the difference between ALOS PRISM DSM and lidar DTM for AGB estimation and assess their uncertainty. Third, the effects of using recreational instead of survey-grade GPS in model-based estimation are assessed. Lastly, model-based estimations will be compared with model-assisted and probability-based estimation of AGB.

Materials and Methods

Study Area

Our study area is located in the Sagehen Experimental Forest in California, which covers approximately 3,925 ha and is on the eastern slope of the Sierra Nevada approximately 32 km north of Lake Tahoe (Fig. 1). Conifer species present include white fir (Abies concolor), red fir (Abies magnifica), mountain hemlock (Tsuga mertensiana), lodgepole pine (Pinus contorta), Jeffrey pine (Pinus jeffreyi), sugar pine (Pinus lambertiana), and western white pine (Pinus monticola). Non-forested areas include fens, wet and dry montane meadows and shrub fields. Elevation ranges from 1862 m to 2670 m with slopes averaging 18% but can reach 70% in parts of the watershed.

Field data

A total of 523 circular plots of 0.05 ha was installed with a random starting location over the study area in 2004-2006. These field plots were located with handheld Garmin eTrex recreational GPS with horizontal accuracy of 3 to 11 meters. In 2006, a Trimble® GeoXH™ handheld GPS with Zephyr Geodetic antenna was used to re-measure the center of 81 individual plots. The average horizontal accuracy of the new GPS measurements is 0.1 m with the majority <0.2 m and, at the worst case, 1.5 m. At each plot, all trees greater than
5 cm in diameter at breast height (DBH, breast height = 1.37m) were measured with a nested sampling design. Canopy trees (≥19.5 cm DBH) were tagged and measured in the whole plot; Understory trees (≥5 cm DBH to <19.5 cm DBH) were measured in a randomly selected third of the plot. Tree measurements include species, DBH, tree height, canopy base height, vigor, and crown position.

**Remotely sensed data**

Lidar data were collected from September 14 to 17, 2005 for the study area using an Optech ALTM 2050 system on an airplane flying at an altitude of ~800 m and average velocity of 260 km per hour. The ALTM 2050 acquired up to three returns per pulse at a pulse frequency of 50 kHz, scan frequency of 38 Hz, and a maximum scan angle of 15°, creating a swath width of ~580 m. The point density is about 2-4 returns per square meters. Optech, Inc. rates the RMSE precision of individual point locations surveyed by the ALTM 2050 as ±15 cm vertical and ±50 cm horizontal. ALOS PRISM DSM of 5 m resolution was acquired.

**Methods**

Airborne lidar data were processed using the Tiffs (Toolbox for Lidar Data Filtering and Forest Studies) software (Chen, 2007) to filter the raw lidar points and separate them into ground and non-ground returns, to interpolate the ground returns into a DTM, and to extract canopy height metrics from the lidar points within individual forest plots. ALOS PRISM DSM will be compared with a lidar-derived DSM. Correspondingly, the derived canopy height based on ALOS PRISM DSM and lidar DTM is compared with the canopy height derived from lidar alone. Errors in tree measurements and allometric methods are simulated. Sensitivity analysis was done to explore the impacts of tree AGB estimate errors on biomass models based on remotely sensed data following Chen et al. (2015). AGB estimates and uncertainties were compared based on different predictors (heights from lidar alone vs. heights from the integration of ALOS and lidar) and different plot locations (recreational vs. survey grade GPS).

**References**
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Precedents for combining inventory plot data with metrics for airborne laser scanning (ALS) data with small pulse densities for enhancing forest inventory estimates are beginning to be reported in the literature. When combining data from multiple sources, accurate co-registration to a common coordinate system is essential. [1] reported that the effects of plot location errors of 5 m and greater contributed to greater deviations between plot observations and ALS-based model predictions of growing stock volume. Thus, common practice for ALS studies is to use GPS receivers with sub-meter accuracies. However, for large-area national forest inventory (NFI) applications, providing a $5000-$10,000 survey grade GPS receiver to each of a large number of field crews would be a financial challenge. The objective of the study was to compare estimates of mean above ground biomass per unit area (AGB, Mg/ha) by combining ALS data with small pulse densities and data for FIA plots acquired using both recreation grade GPS receivers (RECR) with accuracies on the order of 5-20 m and survey grade GPS receivers (SURV) with sub-meter accuracies.

The study area was Itasca County in north central Minnesota, USA, which consists of 7583 km² including 5540 km² of forest land. ALS data with mean density of approximately 0.9 pulses/m² were acquired in April 2012, and standard distributional, height, and density metrics were calculated. AGB estimates were obtained for 168-m², circular, NFI plots measured in 2012; of these plots, 80 were on forest land and 53 were on non-forest land. The study area was tessellated into square, 169-m² grid cells that served as population units.

The model-assisted, generalized regression (GREG) estimators were used to enhance precision ([2], Section 6.5),

\[
\hat{\mu}_{\text{GREG}} = \frac{1}{N} \sum_{i \in U} \hat{y}_i - \frac{1}{n} \sum_{i \in S} e_i
\]

and

\[
\text{Var}(\hat{\mu}_{\text{GREG}}) = \frac{1}{n(n-1)} \sum_{i \in S} (e_i - \bar{e})^2,
\]

where \(U\) is the population, \(S\) is the sample, \(i\) indexes population units or plots, \(y_i\) is plot AGB, \(\hat{y}_i\) is the corresponding ALS-assisted model AGB prediction, \(e_i = \hat{y}_i - y_i\), and \(\bar{e} = \frac{1}{n} \sum e_i\).

Consideration was given to both linear models of the form,

\[
y_i = \beta_1 \cdot x_{i1} + \cdots + \beta_p \cdot x_{ip} + e_i,
\]

and nonlinear models of the form,
\[ y_i = \frac{\alpha}{1 + \exp(\beta_0 + \beta_1 \cdot x_{i1} + \cdots + \beta_p \cdot x_{ip})} + \varepsilon_i, \]

where \( x_{ij} \) is the \( j \text{th} \) ALS metric, and \( \alpha \) and the \( \beta \)s are parameters to be estimated. Linear models are more familiar but can produce negative and unrealistically large predictions. The nonlinear model has the potential to circumvent these prediction problems because it includes a lower asymptote at \( V=0 \) and an upper asymptote at \( V=\alpha \) whose estimate is based on the sample data. The linear models were fit using stepwise selection techniques, and the nonlinear models were fit using the same ALS metrics selected for the corresponding linear models.

Some plots had been harvested between the 2009 plot measurement date and the 2012 ALS data acquisition date. For the SURV analyses, four plots were removed as outliers because of disturbance between the dates. In addition, for the RECR analyses, one additional plot was removed due to the effects of obvious substantial plot location error.

Deletion of outliers substantially improved the quality of fit for both the linear and nonlinear models for both the RECR and SURV datasets. For both the linear and nonlinear models, qualities of fit of the SURV models to the data were similar with respect to all three measures: root mean square error (RMSE), \( R^2 \), and mean residual; qualities of fit for the RECR models were also similar. However, for the RECR linear models, approximately 20% of predictions were negative; for estimation purposes, these predictions were changed to 0.

Despite the similar qualities of fit, estimates mean AGB per unit area obtained using the RECR dataset were substantially greater than estimates obtained using the SURV dataset (Table 1). This result is attributed to the effects of RECR plot location errors. The RECR plot coordinates tended to associate the few large AGB plots with locations for which the ALS data had lower pulse return heights than would usually be associated with large AGB plots (Figure 1); similar results were observed for smaller AGB plots, but not to the same degree. The RECR models then tended to predict erroneously large AGB for lower pulse return heights throughout the population which, in turn, produced larger overall estimates of mean AGB per unit area. The conclusion is that RECR plot coordinates should not be used with the model-assisted regression estimators for estimating AGB.
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Table 1. Estimation statistics.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. outliers deleted</th>
<th>Quality of model fit to data</th>
<th>GREG Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>$R^2$</td>
</tr>
<tr>
<td><strong>Linear model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SURV</td>
<td>0</td>
<td>41.56</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>29.59</td>
<td>0.81</td>
</tr>
<tr>
<td>RECR</td>
<td>0</td>
<td>43.17</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>29.55</td>
<td>0.78</td>
</tr>
<tr>
<td><strong>Nonlinear model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SURV</td>
<td>0</td>
<td>40.98</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>31.81</td>
<td>0.78</td>
</tr>
<tr>
<td>RECR</td>
<td>0</td>
<td>44.31</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>30.42</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Figure 1. Plot AGB observations versus quadratic mean height for both SURV and RECR locations.
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Highlights: The 2014 Tanana Inventory Pilot project established 100 FIA plots and sampled remote sensing information for the Tanana valley inventory unit in interior Alaska. Here, we examine the efficacy of three potential forest inventory estimation procedures in terms of estimation accuracy, uncertainty and bias.
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Introduction

Interior Alaska (approx. 50 million forested hectares in size) is the last remaining forested area in the United States (US) where the Forest Inventory and Analysis (FIA) program is not currently implemented. A joint NASA-FIA inventory pilot project was carried out in 2014 to increase familiarity with interior Alaska logistics and evaluate the utility of state-of-the-art high-resolution remote sensing information (lidar, hyperspectral and thermal airborne imaging) to support future FIA inventory procedures for interior Alaska. Here, standard (design-unbiased, plot-based) FIA estimation approaches are compared with model-assisted (i.e. approximately design-unbiased) and model-based (spec. Bayesian hierarchical) approaches which utilize relationships between field measurements and auxiliary structural and spectral metrics.

Data description

FIA plots were established at a 1:4 intensity (or 1 plot per 9,715 hectares) on a regular (i.e. systematic) hexagonal grid across the Tanana Valley State Forest and Tetlin National Wildlife Refuge; both of which fall within the Tanana valley of interior Alaska. Modified field measurement protocols were developed and implemented in order to better characterize boreal forest conditions, including 1) additional micro-plots to account for higher densities of small diameter trees, 2) soil samples to assess organic soil carbon storage, and 3) lichen/moss measurements. The relatively sparse FIA field plot sample collection was augmented with samples of airborne remotely sensed data acquired with Goddard’s Lidar Hyperspectral and Thermal (G-LiHT) imager to increase the precision of inventory parameter estimates. G-LiHT is a portable, airborne imaging system, developed at NASA-Goddard Space Flight Center, that simultaneously maps the composition, structure, and function of terrestrial ecosystems using lidar, imaging spectroscopy, and thermal imaging. G-LiHT provides high-resolution (<1 m) data that is well suited for studying forest ecosystem dynamics, including assessments health and productivity that operate at spatial scales ranging from individual trees to landscapes. G-LiHT data supports local-scale mapping and regional-scale sampling of plant biomass, photosynthesis, and disturbance. The data is accurately georeferenced and can be matched precisely with field plot data that are georeferenced using survey-grade GPS. G-LiHT data was acquired in July-August, 2014 along single swaths (250 meters wide) spaced 9.3 km apart over the entire Tanana inventory unit (135,000 km²). Preliminary analyses indicate a strong relationship between lidar derived variables and forest inventory metrics and also suggest that the addition of a second micro-plot at subplot locations further improves model fit a predictive ability for interior Alaska (Figure 1).
Analysis methods

We examine three methodological approaches to estimate forest inventory variables of interest; focusing initially on aboveground biomass (AGB) estimation. The three estimation procedures include 1) the standard, fully design-based approach currently used by the FIA for forest inventory estimation in the contiguous US[1]; 2) A model-assisted technique where sample collections of remote sensing data can be incorporated into the estimation procedure to potentially decrease uncertainty while still being approximately design-unbiased[2-3]; and 3) a Bayesian multilevel modeling approach where the sampling design can be explicitly accommodated within the modeling framework via appropriately structured random effects to potentially obtain approximate design-unbiased estimates of AGB via summarization of the posterior predictive distribution of AGB integrated over the forested domain[4-5]. We plan to assess the accuracy and bias of the three approaches experimentally via simulation and applicability of the three proposed methods for interior Alaska by implementing them for the Tanana Valley State Forest and Tetlin National Wildlife Refuge using the field and remote sensing data collected during the 2014 Tanana Inventory Pilot project.

Concluding Remarks

Results from this research will inform forest inventory estimation procedures for interior Alaska. It is prohibitively expensive to estimate forest inventory variables using field-only methods in the vast and remote interior Alaskan landscape. Currently proposed approaches for augmenting field campaigns with remote sensing data while remaining design-unbiased are promising but still lack the required flexibility in data collection procedures (e.g., require systematic field sampling designs for efficient remote sensing data collection, need complete collections of remote sensing data for double-sampling) necessary for realistic implementation in a large scale forest monitoring protocol required for interior Alaska. By comparing design- and model-based approaches we will gain understanding about how estimation bias influences forest inventory estimates for interior Alaska and potentially discern if it is possible to obtain approximate design-unbiased inventory estimates while leveraging the flexibility of model-based approaches.

Figure 1. Scatterplots of Predicted vs. Actual Aboveground Biomass (AGB) for plots within Tetlin NWR, interior Alaska.
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Summary

Estimating the properties of small domains such as forest stands is a traditional field of use of airborne laser scanning (ALS) in forest inventories and is currently still the biggest market for ALS-based products. The statistical methods used in this field of application are subsumed under the term small area estimation (SAE).

SAE methods can generally be classified as unit-level or area-level approaches. In the unit-level approach, observed (field) data need to be exactly co-registered with the ALS data in order to derive a regression model. Exact coordinates of the field data (e.g., sample plots) are needed in this case. The regression model is used to map the response variable of interest, such as biomass or timber volume. The mean of the estimated map pixels within a stand is known as the synthetic estimate which is the currently most commonly used SAE technique.

In the area-level approach, estimates of the response variable need to be available for some domains in order to derive a regression model on the domain level. In forest inventories, these data can be obtained by clustering some sample plots within some stands. Exact coordinates of the sample plots are not required. Estimates are made directly on the stand-level using the regression model. Model-based variance estimators are defined for both the unit- and area-level approach.

While the unit-level approach appears to be more intuitive for a forester with experience in ALS-based inventories on the first sight, area-level SAE methods can be expedient especially in areas where exact coordinates of the field sample plots are difficult to obtain. Furthermore, often the field survey does not allow a direct link to the remote sensing data as for example if line transect sampling or variable radius plots (Bitterlich sampling) are applied. In these cases area-level methods may be the correct choice. Advantages and disadvantages of the two approaches are discussed based on example data where the effect of spatial autocorrelation is discussed.
A rule-based method using L-moments for direct detection of shade-intolerant regeneration in Boreal forests from airborne laser scanning
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Highlights: Stratification by two simple rules, L-coefficient of variation \( Lcv > 0.5 \) and L-skewness \( Lskew > 0 \), discriminates forest areas under (potential) shade-intolerant regeneration (not fully stocked). These rules can be applied directly, using neither auxiliary prior information nor field data support, providing an unambiguous procedure for low-density national datasets, with multiple applications.
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Objectives

The objective of this study was to research whether airborne laser scanning (ALS) metrics may be applied directly for stratifying the forest area into zones of similar structural complexity, e.g. even-sized or multi-layered stands. Therefore, the objective was to test a similar method as the classification outlined in Valbuena et al. [1] but, instead of carrying out predictive modelling, using L-moments from the ALS returns directly (\( L1, L2 \) and \( L3 \), are first, second and third L-moments) [2]. We selected mathematical rules based on L-coefficient of variation (\( Lcv \)) as a descriptor of relative dispersion of ALS heights and the L-skewness ratio (\( Lskew \)) as a descriptor of asymmetry. Thus, we aimed at developing a method for stratification of ALS scans using simple rules constructed in the \( L1-L2-L3 \) space, and testing whether such stratification would be significant for describing forest structure.

Introduction

In forest ecosystems, the Lorenz curve is a representation of the relative dominance that each individual have in a tree assemblage [1]. Consequently, indicators directly related to the Lorenz curve have been selected for obtaining a consistent and objective procedure for forest structure characterization. Most relevant indicators have been found to be: the Gini coefficient (\( GC \)) and basal area larger than mean (\( BAML \)) [3]. These indicators have been used for many applications in forest management and inventory, especially due to their capacity to describe the shape of tree diameter distributions. \( GC \) has been used as a descriptor of the degree of evenness among the tree diameters, for stratifying ALS-assisted estimations of tree diameter distributions [4]. \( BAML \) have also been used in ALS remote sensing for evaluating relative understory development in multi-layered forest structures [1]. Overall, \( GC \) can be considered as a measure of relative dispersion of tree diameters, whereas \( BAML \) can be used to describe the asymmetry of the diameter distribution. ALS have been used for predicting these forest indicators, \( GC \) [5] and \( BAML \) [3], using a wide range of methods based on statistical modelling (i.e. supported by training with field data). In this contribution we show the mathematical equivalence between the \( GC \) and the \( Lcv \), reflecting on the convenience of using L-moments for describing distributions of ALS heights. We tested the possibility of characterizing forest structure using descriptions of the distributions of ALS heights, instead of tree diameter distributions (Table 1). The forest area was classified using mathematical properties of these ALS metrics directly, while field data is used only for validation of the method. A success in this approach would release the need for field support information for model training in ALS applications for forest assessment.

Materials and Methods

This research was carried out in the context of a project pursuing the automated detection of multi-layered silvicultural development classes in Finland (see [6] for details on the materials used). For developing these rules, we studied the relations between the L-moments with forest indicators and the target development classes determined in the field. It is noteworthy to emphasize that ALS employed was low-density datasets which are being acquired at a national scale [7], as similar surveying programmes area also being carried out in many other countries around the world, which brings potential for direct and consistent replication.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Describing</th>
<th>Forest response</th>
<th>ALS metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>Tree size</td>
<td>Quadratic mean diameter (QMD)</td>
<td>1st L-moment</td>
</tr>
<tr>
<td>Dispersion</td>
<td>Tree size inequality</td>
<td>Gini coefficient (GC)</td>
<td>L-coefficient of variation</td>
</tr>
<tr>
<td>Asymmetry</td>
<td>Tree size dominance</td>
<td>Basal area larger than mean (BAML)</td>
<td>L-skewness</td>
</tr>
</tbody>
</table>

Table 1: Correspondence among descriptors for distributions of tree diameters and ALS heights.
The L-coefficient of variation

The L-moment ratios have the advantage of being bounded by finite intervals [2], providing relative descriptions for the distribution of ALS return heights. The L-coefficient of variation is obtained as the ratio of the second to the first L-moments:

$$Lcv = \frac{L2}{L1} = \frac{E(X_{2:2}) - E(X_{1:2})}{2E(X)}$$  \hspace{1cm} (1)

For positive random variables, the theoretical values for the second L-moment ratio are bounded by the [0, 1] range. This brings the advantage that concentration measures are comparable among distributions differing in their location ($L1$). In this communication, we include a formal demonstration for $GC = Lcv$. This equivalence reveals that the properties observed for $GC$ in relation to describing empirical distributions must stand for the $Lcv$ as well. For instance, the middle value of $Lcv = 0.5$ corresponds asymptotically to a theoretical uniform distribution [8]. Thus, this value can be used to stratify the ALS dataset into two groups, according to whether the variance of the ALS heights is higher or lower than the variance of a corresponding uniform distribution over its empirical range.

The L-skewness

The third L-moment ratio is obtained by division between the third and the second L-moments. It is called the L-skewness ($Lskew$), as it has been found to be a robust descriptor for the asymmetry of the distribution:

$$Lskew = \frac{L3}{L2} = \frac{E(X_{3:3}) - 2E(X_{2:3}) - E(X_{1:3})}{E(X_{3:3}) - E(X_{1:3})}$$  \hspace{1cm} (2)

The numerator ($L3$) expresses the expected difference between the maximum-median and minimum-median differences in a sample of size 3, which provides a L-measure for the asymmetry of the distribution of ALS heights. Hence, $Lskew = 0$ corresponds to a symmetric distribution, $Lskew > 0$ describes positive asymmetry (left-skewed distribution) and $Lskew < 0$ describes negative asymmetry (right-skewed distribution). Additionally, $Lskew$ has the advantage of presenting theoretical bounds within the [−1, 1] interval. Consequently, $Lskew$ is a descriptor of asymmetry relative to dispersion, and thus independent of the spread of the ALS heights distribution.

Results and Discussion

Each L-moment related with a different property of the forest (Table 1). The $L1$ showed a clear linear relation to the $QMD$ in such a way that would, by itself, rank even-sized development classes in order of increasing $QMD$. However, this relation no longer existed for forest areas containing parent trees (seed stands), while other multi-layered forest classes overlapped in this relation with the even-sized ones. Therefore, the linear relation between the forest variable and the ALS metric was blurred by the presence of this type of forest areas, which we identified as being under conditions for shade-intolerant regeneration. Therefore, discriminating this type of stands automatically would improve the estimation of other tree-size dependent forest attributes.

The relation between the $Lcv$ of ALS heights and the $GC$ of tree size inequality [1] was studied as well. Results showed the threshold at $Lcv > 0.5$ alone may suffice to discriminate seed-tree stands by itself. This rule, however, failed to identify forest areas with shade-tolerant regeneration in the understory under a closed dominant canopy. In view of this result, we propose that $Lcv > 0.5$ may correspond to the tree size inequality of a forest in presence of shade-intolerant regeneration, whereas for shade-tolerant regeneration it does not. In other words, a correspondence between $GC$ and $Lcv$ may only happen when the elevated value of $GC$ is due to the presence of a gap in the canopy, which allows a large proportion of the laser footprint to get through and disperse its corresponding returns along the vertical profile of the canopy. High values of $Lcv$ of ALS heights may therefore be a sign for shade-intolerant regeneration, whether factual (in presence of seedlings) or potential (just a gap). The question remains, to be clarified by future research, on whether the inability of $Lcv$ to detect undergrowth was due to the low density of the dataset employed, and therefore higher densities would be necessary for this task. Using the $Lcv = 0.5$ rule for discriminating even-sized vs. multi-layered classes, obtained an overall accuracy of 87.0% and a coefficient of agreement $\kappa = 0.53$. A total of 97.0% of the even-sized plots were correctly classified by this rule, while just 48.9% of the plots belonging to multi-layered plots were correctly identified as such, due to the inability for this rule to identify shade-tolerant regeneration. Consequently, when we considered the possibility for discriminating only shade-intolerant regeneration against the remaining forest areas the overall accuracy increased to a 92.1% with a $\kappa = 0.62$, which we considered a significant achievement for an rule-based method not requiring field support for training.

The next step was to observe the capacity of $Lskew$ to incorporate additional information for forest structural class discrimination. The threshold at $Lskew = 0$ further assisted in discriminating multi-layered from even-sized development classes. Positive skewness ($Lskew > 0$) was observed when there were high proportions of ALS heights with relatively lower heights. It was therefore related to the presence of uneven-sized stands which had a larger number of returns backscattering from the lower strata. We also observed positive asymmetry in seedling and sapling stand, as well as in areas having gaps in the dominant canopy. However, areas with shade-tolerant regeneration under closed canopies were also concealed within the even-sized group at $Lskew < 0$. We therefore suggest that, again, values of $Lskew > 0$ were also related to shade-intolerant regeneration, and therefore the rule could as well be used for masking out these areas automatically.
Combining both rules lowered the overall accuracy in classifying even-sized and multi-layered areas of the forest down to 79.1% and \( \kappa = 0.42 \). Even though the plot-level accuracy lowered, the method was more successful in terms of detecting multi-layered development classes. The proportion of correctly-classified multi-layered plots was increased to 63.8%, while the amount of correctly classified among the even-sized development classes was just slightly lowered to 83.1%. A very relevant property of the combined-rule approach was its capacity for virtually delineating stands directly. Although the method was carried out at 16x16 meters cell level, the resulting maps seemingly identified entire stands quite sharply (Figure 1). This partially releases the need for segmentation procedures that may involve more subjective steps, trial-and-error, or manual delineation. We therefore regarded this combined approach to be the most useful in identifying forest areas with potential for shade-tolerant regeneration. These zones may be masked out with the intention to lower the signal-to-noise ratio in the prediction of tree size-dependent forest variables like \( QMD \) in the remaining forest areas.

![Figure 1: Examples of maps obtained by direct classification rules (yellow denotes \( Lcv > 0.5 \) OR \( Lskew > 0 \)).](image)
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Introduction

Accurate and spatially explicit maps of the understory are important to forest resource managers and scientists for the following reasons: 1) Estimating ladder fuel (by which surface fires reach the tree canopy) load is crucial for robust forest wildfire modeling; 2) Good spatial maps of understory shrub distribution are extremely useful for forest wildlife habitat and biodiversity management; 3) Understory is an important component while accounting for total forest stand biomass. The ability to penetrate the canopy and generate returns from the understory is an important added advantage of lidar remote sensing over traditional optical methods. But currently, there is no good strategy to get understory estimates over very large areas (such as the entire southeastern United States) using a combination of airborne LIDAR and ground based national forest inventory data. Combining disparate lidar datasets with national forest inventories has shown promising initial results for canopy height [1]. This work tries to extend a similar approach to the understory.

Methods

Study area and lidar data used

The study area considered here is relatively large and includes forested regions with lidar coverage for the 13 southern states of the US. The forests in this region are quite heterogeneous, and may be broadleaf (e.g., oak-hickory and maple-beech-birch forests), or conifer forests (e.g: planted pines) or even mixed forests (e.g., oak-pine, oak-gum-cypress). Due to the size of the continental US, there has not been any large-scale, national-level lidar data acquisition projects. Meanwhile, there has been multiple regional acquisitions with data in the public domain, but with varying sensor configurations and flight parameters. We obtained many such regional lidar datasets by approaching three coordinating government agencies: (1) The U.S. Geological Survey (USGS); (2) National Oceanic and Atmospheric Administration (NOAA); (3) Natural Resources Conservation Service (Alabama).

Field data used

The Forest Inventory and Analysis (FIA) program of the United States Forest Service (USFS) has been collecting extensive field data on a nationally-standardized sampling plot, since the 1990s. The FIA uses a multi-phase inventory, and during the third phase, trained crews measure numerous forest health indicators on 1/16 subset of the original FIA forest plots [2]. Such plots are known as phase 3 (P3) plots. The FIA P3 plot (henceforth FIA plot) layout is shown in figure 1(b). Understory measurements are problematic and the repeatability of such measurements are usually called into question. In [2], the authors describe a study where they inspected data from 139 FIA P3 plots that were re-measured for quality control reasons. They reported that across the suite of measurement variables that comprise the fuels inventory of the FIA program, 15 of the 27 variables did not attain the desired repeatability levels. We choose live shrub cover percent as our field-measured dependent variable as it had reasonable repeatability, as per that study. Live shrub cover is measured at each forested microplot, and is defined as the percent of the microplot area that is covered with live shrubs (shrub being defined as a woody plant).

Lidar metrics and model used
We identified 205 FIA P3 plots that had good corresponding lidar coverage, and cut out 120m (square) plots around these FIA plots (see [1] for plot shape and size rationale). Thus, we had 205 plots which had both LIDAR and understory FIA field data. We then calculated several non-collinear lidar metrics (as independent variables) from these lidar plots (see table 1). Note that the return labeling (first, second, last) were ignored and only the height above ground were taken into consideration in the calculation of these metrics. We then used the Random Forest (RF) algorithm, with a random set of 70% of the plots for training and the rest for validation. A reduced model using only the important variables were used for the validation phase. We then generated an understory cover map for a relatively small area (9.2 x 9.2 square kilometers), to test out the predictive model developed. Specifically, an area straddling Darlington and Marlboro counties of the state of South Carolina, USA, was chosen.

Table 1: Lidar-derived metrics of understory presence (top 5) and canopy height (last one).

<table>
<thead>
<tr>
<th>Sl. num.</th>
<th>Lidar metric</th>
<th>Metric description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>pp_less_0p5m</td>
<td>Percentage of points (returns) less than 0.5 meters. These are mostly ground returns.</td>
</tr>
<tr>
<td>2.</td>
<td>pp_0p5_to_1</td>
<td>Percentage of points in the height bin of 0.5 to 1.0 meters.</td>
</tr>
<tr>
<td>3.</td>
<td>pp_2_to_3</td>
<td>Percentage of points in the height bin of 2.0 to 3.0 meters.</td>
</tr>
<tr>
<td>4.</td>
<td>p90_us</td>
<td>The 90th percentile of the height of understory returns. Here, returns in the height bin of 0.0 to 3.0 meters are considered understory returns.</td>
</tr>
<tr>
<td>5.</td>
<td>ULCD</td>
<td>Percent points in the 0.5 to 2.0 meter bin, relative to all points in the 0.0 to 2.0 bin. For more, see [3].</td>
</tr>
<tr>
<td>6.</td>
<td>p90_t</td>
<td>The 90th percentile of the height of canopy returns. Here, returns in the height bin of 3.0 meters and above are considered canopy returns.</td>
</tr>
</tbody>
</table>

![Figure 2(a): Variable importance graph from the initial random forest model. The increase in RMSE observed when the variable is “dropped” is given; (b) Scatter-plot showing the agreement between the predicted and field-measured live shrub cover (final model). The solid black line is the 1:1 fit line. In general, Lidar under-predicts the live shrub cover.](image)

Results

A random forest model was first made including all six predictor variables and using 143 randomly chosen plots. The variable importance graph obtained can be seen in figure 2(a). Using this, we refined the model using only the following variables: ULCD, pp_0p5_to_1 and p90_t. This final model gave an RMSE of 17.4% when it was tested with the remaining 62 plots (averaged over 20 runs). A scatterplot showing the predicted and the observed live shrub height using this final model for these test plots can be seen in figure 2(b). The results are promising: the authors in [3] reported comparable understory measurement accuracies ranging from ± 7 to 22%. Height bin related metrics like...
pp_0p5_to_1 and ULCD have been found to be significant by other studies, too. The p90_1 metric seems to point to the influence of the overstory on the understory. The understory cover map (and related information) generated using the random forest model for the region of interest (in the eastern US) can be seen in figure 3. It can be seen that there is good interrelationship between the estimated understory cover and the vertical returns profile. We are in the process of analyzing the residuals from the scatterplot and attributing high residuals to probable causes. Some of them can be: 1) The error in measurement of shrub cover, as detailed in [2]; 2) The plot location is recorded with GPS devices of variable accuracies, so registration with lidar data may not be always accurate; 3) The microplots are quite small, and may not be representative of the ground condition on the entire plot.

Figure 3 (a): Understory cover estimate map for the specified area, generated using our main model. The dark squares correspond to lidar data tiles (each ~1.5 km across). The light grey areas are non-forested land, where our model is not applicable. The two dark green circles represent two areas of interest. The area on the top has grid cells of estimated high understory cover. A vertical profile of lidar returns of part of this area (with high estimated cover) is shown in figure 3 (b). In this figure, blue represent low returns, while red are high returns. The height above ground is denoted in dark grey numbers (meters). The bold yellow line denotes the approximate 0 to 3m height bin. The other green circle, at the bottom of the figure, marks an area of low estimated understory cover. The vertical profile for this can be seen in figure 3(c). From these figures (3(b) and 3(c)), one can see that there are much more returns from the understory bin in the top (high estimates) area.

Conclusions

This work shows that there is promise in combining data from disparate lidar datasets in one model to generate wall-to-wall maps of understory cover. Although the RMSEs are rather large on a plot level, spatial patterns could be preserved on the landscape level. This work thus points to the potential of estimating the rough spatial distribution of several metrics related the forest 3D structure, which are difficult or almost impossible to get using other remote sensing techniques.
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Introduction

The forest understory, which consists of vascular plants under 1 m in height, provides numerous essential ecosystem services. The understory is important for forest biodiversity, influences the trajectory of forest regeneration, forms linkages with the overstory, and cycles essential nutrients [1]. In addition, the understory is a valuable food source for wildlife, and the diversity of species improves the aesthetic value of the landscape. Consequently, the importance of the understory vegetation leads to a clear need to quantify species diversity. Estimates of tree species richness are generally done with field measurements or remote sensing. However, below the forest canopy, the understory is scarcely visible with air- or spaceborne sensors. As a result, few studies have attempted to study understory plants or estimate diversity using remote sensing [2].

We propose a novel lidar/hyperspectral fusion approach to identify canopy gaps and relate their species diversity to spectral reflectance. NASA Goddard’s LiDAR, Hyperspectral, and Thermal (G-LiHT) high-resolution imager offers a unique opportunity to achieve this goal. We hypothesize that gaps in the canopy can provide sensors with a glimpse of small pockets of underlying vegetation. Use of lidar to map large canopy gaps is well-established [3], and several recent studies have successfully modelled species diversity in other vegetation types using hyperspectral remote sensing. These studies include simulated wetlands [4], rainforests in Hawaii [5], and the Peruvian Amazon rainforest [6]. However, whether lidar/hyperspectral fusion can identify small gaps and estimate their species diversity is unknown. Thus, the following question arises: How does the forest understory in canopy gaps differ from the rest of the understory, and what is the effect of the understory composition on reflectance? Our objective is to determine how well a fusion of hyperspectral and lidar technology can describe the forest understory, both within gaps and beyond. To achieve this end, we take a two-tiered approach with a spatial gap assessment followed by a reflectance-based gap assessment. Given the launch of several hyperspectral and lidar satellites in the future, this research is particularly relevant.

Material and methods

The study area consists of a 0.5 km x 1 km region in northern Blackwood Division of Duke Forest. According to Duke University, there are 984 plant species in 459 genera and 134 families in the Duke Forest. Dominant tree species in the mixed hardwood forest include red maple (Acer rubrum), green ash (Fraxinus pennsylvanica), yellow-poplar (Liriodendron tulipifera), and sweetgum (Liquidambar styraciflua). During the field campaign, we selected 34 canopy gaps for analysis with a range of sizes (0.32-62.95 m²). Mean gap area is 13.15 m², with a standard deviation of 16.16 m². Although overstory species remain similar across the area, gaps were distributed across a topographic and moisture gradient to encompass a large number of species and abundance patterns. To assess gap vegetation, we randomly placed 0.5 m x 0.5 m quadrats at three locations within the gap and three locations outside of the gap: 5 m N, 10 m N, and 10 m E. We identified and counted the number of unique vascular plant species per plot and inside and outside each gap.

G-LiHT and the European Space Agency’s HyPlant sensor acquired lidar and hyperspectral data in September and October, 2014. The G-LiHT system includes an airborne scanning lidar instrument with 1 m spatial resolution and a 10 cm footprint at an altitude of 335 m, with 0.3 mrad beam divergence angle [7]. The HyPlant sensor has a spatial resolution of 1 m, spectral resolution of 3-10 nm, and wavelength range of 370-2500 nm. We pre-processed the lidar data by mosaicking the individual datasets, reclassifying the lidar points into ground and non-ground classes, and then using linear interpolation to calculate height above ground. Next, we produced a digital surface model (DSM) and digital elevation model (DEM) from the lidar returns. To calculate the percentage of points hitting the ground, we divided the number of surface points by the total number of points in each pixel. We extracted these percentages at the gap GPS points, and then evaluated the percent distributions for gap and non-gap points. We conducted a t-test to verify a statistical difference in distributions.
We used the density of lidar points below the DSM to locate canopy gaps. Based on field measurements, we evaluated the success of the lidar method at identifying small canopy gaps. Then we conducted a two-tiered approach to examine understory diversity within canopy gaps. First, we examined understory diversity using traditional and spatial statistics. We used a T-test and ANOVA to determine any significant differences in vegetation within the gaps and across the sampling distance. Then, we used spatial statistics (such as Moran’s I) to study how understory characteristics change with distance.

The second approach correlates diversity indices and percent vegetation coverage with hyperspectral reflectance. Within each gap, we extracted mean reflectance values from the hyperspectral imagery. Next, we calculated Pearson correlation coefficients between mean gap reflectance and species diversity. Finally, we conducted best subsets multiple linear regression to develop predictive equations for diversity. We used two sets of predictors: (1) reflectance at wavelengths determined by Thenkabail et al. as the optimal combination for maximizing non-redundant information [8], and (2) texture metrics at these same wavelengths. We calculated texture metrics from image reflectance using 3x3 windows with an 8-pixel neighborhood; variables include mean, variance, homogeneity, contrast, dissimilarity, entropy, second moment, and correlation [9]. Our criteria for multiple linear regression model selection included number of variables and Bayesian Information Criterion.

Results

Our method of lidar gap identification successfully found 29 of 34 gaps measured in the field. Gaps were typically located within 3 m of their field GPS location. Problems with gap identification were generally due to missing returns in the lidar data. In the few cases where the lidar algorithm showed gaps as completely closed canopy, the gaps were smaller than 2 m in diameter. Over 500 understory plants were identified to the species.

The vegetation comprised 86 different species; the most common species were two non-natives, Microstegium vimineum and Lonicera japonica, and Acer rubrum. ANOVA results indicate significant differences in the number of species between plot locations (F=13.73, p=0.00). Compared to plots outside of gaps, plots inside gaps generally have more species. Figure 1 shows the mean and ranges of number of species by location. However, a matched pairs test between total number of species inside and outside each gap found no significant differences in species diversity (t=-0.74, p=0.47). These results imply that while plots inside gaps tend to have more species, intra-gap variation in species diversity is large enough to cancel differences when plots are pooled by location. Thus, mean gap diversity may not represent a particular plot.

![Figure 1: Boxplot depicting mean and ranges of species diversity at different gap locations across 34 plots.](image)

Moran’s I between all plots indicated significant spatial autocorrelation in species diversity (observed=0.18, expected=-0.00, p=0.00). A separate Moran’s I analysis with only plots inside gaps reinforced these findings that inside-gap plots are spatially autocorrelated (observed=0.38, expected=-0.01, p=0.00). However, the total species diversity inside each gap (as defined by number of different species across all three inside quadrats) is not spatially autocorrelated (observed=-0.04, expected=-0.04, p=0.91). This finding implies that some method is necessary to estimate the number of species within each gap, but then the number found between quadrats can be interpolated.

There were several significant correlations between mean gap reflectance and number of different species (p<0.05). Significant wavelengths include 1939-2000 and 2439-2477 nm. The selected multiple linear regression model with 3 variables had a predictive capability of $R^2=0.46$, Adjusted $R^2=0.39$, and RSE=3.71. The intercept and two variables were significant at p<0.05; the third variable was significant at p<0.10. In addition, the use of texture-based approaches in regression models moderately predicted understory species diversity within gaps ($R^2=0.49$, Adjusted $R^2=0.44$).

Discussion

The lidar algorithm identified the majority of gaps found in the field, and only missed a few of the smaller gaps. Efforts to model understory diversity with hyperspectral data were moderately successful. Our results indicate that species diversity can be estimated using various regression approaches, but approximately half the...
variation in diversity remains unexplained. These findings are consistent with some earlier research on species diversity models for other vegetation types [10]. While spectral signatures within a pixel may be linked to a target species or physiological condition (e.g. nutrient, structure), and algorithms exist for spectral unmixing, there is additional complexity to estimate species richness. Greater inter- than intra-specific spectral diversity may be required to further increase model accuracy [11]. However, there are several additional options for improving the relationships between reflectance and plant diversity. We would like to incorporate other related variables such as topography, leaf area index, and lidar structural metrics, which may correlate with productivity, light interception, and overstory diversity. Another possibility is to assess beta diversity, which compares the number of common species between plots using an index such as Sorensen’s Similarity Index.

Spatial autocorrelation results were inconsistent across locational classes. The absence of any spatial autocorrelation in the inside-gap diversity measurements is unexpected given the significant spatial autocorrelation of both total and outside gap diversities. We hypothesize that this result may be due to underlying environmental variability. In a future study, we would like to further examine these variables, such as temperature (e.g. G-LiHT thermal data), moisture, and tree species. In addition, the next step is to evaluate whether gap size has any effect on inside-outside gap models or spectral reflectance.

The regression models from this study can produce predictive maps for understory diversity in other gaps nearby. These predictive maps may provide natural resource managers with a starting point for understory inventories, as they identify potential biodiversity “hotspots” and areas with particularly low diversity. While the former may indicate good wildlife habitat or potential conservation areas, the latter are also informative. At many gaps, extremely low species diversity indicated the presence of a dominant invasive species. Knowledge of these locations is critical to map plant invasions and monitor their spatial patterns. Thus, understory diversity estimates at both extremes could be useful for a variety of purposes.

Conclusion

Our study shows that lidar/hyperspectral fusion can be a useful technique for studying understory vegetation diversity within canopy gaps. Although spectral modelling is limited to areas seen by the overhead sensor, regression approaches can provide estimates of species diversity within gaps. While there are many applications for predictive maps generated with these methods, users must be mindful of prediction error.
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Introduction

Over the last 40 years LiDAR systems have fundamentally changed the world of mapping and surveying, with airborne systems able to cover large areas and remote locations. Since the first introduction of a LiDAR system, there have been many technological developments such as multiple pulses in flight, and full waveform recording. The next major development within the realm of forest mapping is proving to be Multispectral LiDAR[6,7]. This project demonstrates the next steps in this process, generating new methods for extracting key information about forests from cutting edge LiDAR technology.

Materials and Methods

In June 2013 Riegl flew a combination of three LiDAR systems on one airborne platform, over the course of two flights, over Corbin in Virginia, USA. Each laser was a different wavelength, at 532nm, 1064nm, and 1550nm. Similar data was also collected in multiple data collection campaigns in Austria, those these data were not used in this project[1,2]. The goal for these flights was to simulate an integrated Multispectral LiDAR system, providing an opportunity to explore the potential applications for such data. Carbomap received the data from Riegl USA to demonstrate the operational capabilities of Multispectral LiDAR with forestry applications, specifically with regards to the lower canopy layers, extracted through the full-waveform element of the data.

Vertical Spectral Variation

In order to demonstrate the results two approaches were used: the first was to segment a Pseudo Normalised Difference Vegetation Index (pNDVI) into three vertical layers, the first return, mid canopy, and low vegetation and ground. The generation of this map demonstrates that differences in the spectral response can be detected within the vertical profile. The pNVDI was determined using the point clouds of the 1064nm and the 532nm wavelength systems, as the two colour channels for the NDVI equation. This approach first selected one of the point clouds as a reference layer. Each point from this was then considered and the closest point in the other point cloud identified and the point couples tied together, allowing the pNDVI to be calculated.

The second approach was to create a three-channel false colour composite, to further highlight the difference in spectral response in the vertical direction of the forest canopy profile. The same process for tying together two points clouds for the pNDVI was used to create triplets between the three point clouds of different wavelength, from which this dataset was generated. The energy returned from each wavelength LiDAR was then converted into an RGB value; until now this has only previously been demonstrated under laboratory conditions.

Spectral Calibration

Reflectance is a function of the incidence angle between the incident laser beam and the surface normal of the target material. Therefore all the intensity values recorded were corrected to remove the incident angle effect. However, no target surface was used during the data collection, which would have provided a true spectral correction to apply. Therefore there was a need to empirically calibrate the datasets relative to each other.

In order to achieve this we were able to use a dry concrete surface, found in a parking lot in front of a building contained within the dataset. An average multispectral reflectance profile was used to establish the average ratio offset to apply for each of the three wavelengths. This ensured that for the target surface each dataset was able to match the average ratio for this type of material. The distribution of reflectance is specific for each wavelength and they were relatively narrow and similar for each channel. It was also possible to see a distinct pattern in the reflectance of the energy returned from each wavelength LiDAR. This is the approach that was also used for a similar Riegl dataset in Austria[1].

Results
The result of this investigation was the very first understory canopy map from a multispectral LiDAR, as shown in Figure 1 below. The three layers not only demonstrate a difference between the different land cover types, but also spectral differences between the different layers of vegetation.

![Figure 1: Pseudo-NDVI of three layers within the vertical structure of the forest, demonstrating differences in NDVI throughout the vertical canopy. (Top) First return from the LiDAR instrument, including the ground layer; (Middle) The mid-section of the forest canopy; (Bottom) Low section of the forest canopy and the ground layer.](image)

The very top layer is akin to the data you would receive from a passive multispectral system, in that it contains the data from the very top surface of the scene. This layer demonstrates a full range of pNDVI values, and it is clear to see that the grass in the middle of scene had a lower pNDVI value, 0.1-0.15, than the surrounding areas of forest which had values of 0.3-0.5. Similarly gaps for roads and buildings can be easily determined as their pNDVI value is less than 0. This supports the assertion that Multispectral LiDAR can be used accurately classify land cover types. The middle layer demonstrates that it was possible to extract spectral information about vegetation which would typically be hidden from view by the top level of the canopy. This image also demonstrates that there are horizontal spatial differences within the spectral response of the mid understory level, with some areas having a lower pNDVI than others. Additionally it is also possible to see variation in the density of the mid understory vegetation, of particular note is the section at the bottom centre-right, which can be used to further characterise different sections of forest. The third layer, presents the results from the ground layer and low vegetation. The differences between the grassy ground and the ground surface and low vegetation contained within the forested areas are clearly demonstrated. It is also possible to see more extreme variation in the pNDVI within the mid- and lower-levels, indicating that it may be possible to differentiate between green leafy vegetation and woody vegetation, which would have a much lower value. The differences in pNDVI make it clear that differentiation of vegetation types should be possible. It was also successful at identifying spatial variation of the response from undercanopy vegetation. This is the first hurdle for demonstrating the potential use of Multispectral LiDAR technology for forest mapping applications. If it were not possible to identify spectral variation within the vertical forest canopy, then this technology would be unable to contribute to the range of potential applications.

Discussion

The results demonstrate that it is possible to extract spectral variation within vegetation in a three-dimensional manner. When closer examination of far-right area of the location is examined we are able to see a difference between one particular section and the areas surrounding it. It has a very high pNDVI value for the first return, with a lower value for the bottom layer, yet almost no returns in the mid canopy. Possible reasons for these differences include forest regrowth or clearing, or a different species group. Similarly the ground level vegetation is obviously different from that surrounding it, either as grass or low level shrubby vegetation, with no vegetation in the mid level. It is also possible to see more extreme variation in the pNDVI within the mid- and lower-levels, indicating that it may be possible to differentiate between green leafy vegetation and woody vegetation, which would have a much lower value. The differences in pNDVI make it clear that differentiation of vegetation types should be possible. It was also successful at identifying spatial variation of the response from undercanopy vegetation. This is the first hurdle for demonstrating the potential use of Multispectral LiDAR technology for forest mapping applications. If it were not possible to identify spectral variation within the vertical forest canopy, then this technology would be unable to contribute to the range of potential applications.

There are two key areas for further development and testing, that arose from this project. The first is a more thorough validation of the results. Whilst the spectral calibration conducted was successful in this case, there are clear limitations to such an approach. However, at the time that the data was collected no target material was
used with which to correct, and therefore our approach was an acceptable alternative. The ideal scenario would be with the use of target materials, such as a runway, deliberately covered as part of the data collection with a spectral assessment simultaneously conducted on the ground. Similarly, the collection of spectral data from within the forest could be used to validate differences in spectral variation identified within the LiDAR data.

The other area of limitation for the project was the LiDAR system configuration used was not optimal for mapping vegetation as the wavelength lasers used were 532, 1064, and 1550nm. Previous work indicates that the best wavelengths for forest mapping are 531, 650, 660, and 780nm[3,4,7]. Similarly, the data for this project was collected by flying multiple LiDAR systems on the same platform, with two instruments on a first flight, and a third on a second flight. This setup resulted in overlapping coverage of the point clouds at different wavelength, but with non-coincident points. It was fortunate in this case that whilst the points do not lie on exactly the same place in 3D space the spatial sampling was close enough to provide spectral measurements. NDVI should be independent of the energy loss through the canopy but because separate LiDAR systems were used, and the beams were non-collinear, the laser beams had different paths through the canopy, therefore they may have lost different amounts of energy as they attenuate through the canopy, which would in turn have an effect on NDVI. However, the spatial variation appears to be coherent, meaning we were able to assume there were discrete areas of understory with identical properties, allowing us to accommodate for the non-congruous point clouds. An instrument which is able to provide fully coincident measurements would provide a much more accurate result.

Conclusion
The next steps in the development process is to to fully evaluate Multispectral LiDAR technology for mapping understory spectral response. Although significant research has focussed on this, only now that LiDAR manufacturers are producing operational Multispectral instruments are we able to conduct a real-world evaluation of their effectiveness. As the work presented here demonstrates, spectral variation in the understory is possible to identify. This is significant for forest managers globally as many issues relating to tree health and invasive species are first evident in the undercanopy, which is inaccessible from discrete return and/or single-wavelength LiDAR, or passive remote sensing. A follow-up project is being conducted this summer, in collaboration with Optech, using their Titan system, and Riegl, using the LiDAR “constellation” setup. LiDAR data will be collected in Canada and Austria in May and June 2015, with fieldwork carried out concurrently. The goal is to back-up the findings of this project, in that airborne Multispectral LiDAR can be used for mapping the forest undercanopy. By demonstrating this principle we have begun to open up many new avenues for potential applications. This could include mapping of tree health, or mapping of invasive species; for example by building upon laboratory work which has demonstrated that the spectral signature of Rhododendrons, a particularly problematic invasive species in the UK, can be distinguished from other shrub bushes[5].

Ultimately a true Multispectral LiDAR will provide a point cloud where each point is recorded at multiple wavelengths. To do this, manufacturers will have to make a system where the beams overlap exactly and the returns are measured simultaneously, and consistent calibration across the different wavelengths must be maintained. Combined with a LiDAR configuration optimised for vegetation mapping, spectral information will be available for all aspects of a forest canopy, not just the very top surface. With these exciting advances in the use of Multispectral LiDAR for mapping forest under-canopies, the future is bright for this technology.
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Highlights: A novel 3D segmentation method is adapted to detect the regeneration coverage density in the understory level of a temperate forest using airborne full waveform Lidar. The provided segmentation algorithm detects up to 70% of the regeneration correctly in comparison with field measurements.
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Introduction

Forest understory distribution and regeneration coverage are important factors for sustainable forest management. Forest inventory at understory level is previously based on the very limited field sampling data which is then extrapolated across the entire forest area. One of the major disadvantages of this approach is that the limited number of plots often covers less than a few percentage of the total forest and this can influence how representative the data may be for the forest strata [1]. Moreover, the forest understory covers are in the permanent spatial and temporal changes. The analysis of forest regeneration requires accurate and continuously updated field data from real forest sites, which is difficult and time consuming to obtain. There is a growing research trend towards the techniques of “forest understory mapping” which results in detection of regeneration vegetation structure with realistic 3-dimensional (3D) approaches [2], including the potential application of remote sensing technology.

Remote sensing technology can provide objective, cost effective and practical solutions for developing and maintaining automated forest analysis. In particular, Lidar has been widely used in mapping the earth’s surface and forest structures. Techniques for single tree identification from Lidar data have been investigated in both overstory and understory levels to identify the important parameters such as DBH, crown volume, Biomass and etc. for mapping purposes [2-3-4]. Airborne full waveform Lidar can more efficiently recover backscattered pulses within the travel path of a laser beam by waveform decomposition and give a higher spatial point density, and even information about vertical structure of understory and reflectional attributes [2-5]. The potential information contained in full waveform Lidar data can be utilized to improve the analysis of the regeneration in understory canopy with poor surface response [6].

In this research we aim to use a clustering-based 3D segmentation in combination with airborne full waveform Lidar data for improving the detection of regeneration cover in the temperate forest (below 5 m tree height). The core of our 3D segmentation method is a normalized cut segmentation in combination with the mean shift clusters and provides an effective way to detect the forest understory coverage density. Our results show how the detection of regeneration across datasets with different properties are achieved using the provided method.

Materials and methods

Materials

Experiments are organized in the Bavarian Forest National Park as a temperate forest during three time periods (2009, 2011 and 2012) which is located in the south-east part of Germany along the border to Czech Republic. From the study area in 2012, 23 circular sample plots with an approximate area size of 500 m², from the 2011 a single plot with the area of 920 m² and from the 2009 a single plot with an approximate area of 2450 m² are selected. These plots contain a mixture of mountain forest, spruce forest and beech forest with various regeneration coverage densities. The coverage of the regeneration in these plots range from 1 to 50 % in deciduous forest type and 1 to 40% in the coniferous. Regeneration reference data for 2012 has been collected for sample plots spread over the study area by ocular assessments. For 2011 and 2009 the reference data have been acquired from TLS (Terrestrial laser scanning) data.

Airborne full waveform Lidar data has been collected by Milan Flug GmbH with the Riegl 680i (Full wave) scanner at leaf-on condition in July 2012, by Riegl 560Q with leaf-off foliage condition in 2011 and in 2009 by
Riegl 560Q with leaf-on condition. The obtained point density is determined by the pulse repetition frequency (PRF), flying height, flying speed and strip overlap [7]. The flying height for the current experiment in 2012 was 650 m leading to an average point density of 30 points/m². In 2011 and 2009 the flight height was 400 m with a point density of 25 points/m². The calibration of the pulse intensity in full waveform Lidar data is achieved by using the intensity of the emitted Gaussian pulse with help of a calibration flight in the airport [2].

Regeneration detection

The basic idea of our study is to use the 3D segmentation algorithm, which was initially designed for single tree detection, to estimate the coverage density of the regeneration. The procedure is defined by the following steps: (i) Decomposition of full waveform data, (ii) local tree maxima filtering, (iii) mean shift clustering, (iv) feature derivation for mean shift clusters, (v) normalized cut segmentation and (vi) classification of the segmentation results based on a tree height threshold [2]. The mean shift clustering algorithm is a nonparametric, feature-space clustering technique which neither requires prior knowledge of the cluster number nor constrains the shape of clusters [2]. The most computationally expensive component of the mean shift clustering is related to the identification of neighbouring points in 3D data space which is defined as the kernel bandwidth (h). This parameter affects the regeneration segmentation procedure, therefore this control parameter has to be set in advance by empirical experiments (h = 2.4 m). Also, the normalized cut segmentation control parameters such as normalized cut threshold and minimum number of clustering points for the current study area are empirically defined.

The results of the 3D segmentation are classified by removing those ones with tree height more than 5 m. These filtered segments contain laser points which correspond to the regeneration trees. The threshold applied to the segmented trees excludes point clouds which belong to dominating trees of the upper layers and are, hence, not be considered as regeneration. The disadvantage of a direct height threshold applied to the point cloud would be a high commission error rate in the regeneration coverage estimation.

Results and discussion

Regeneration detection method was applied to all the selected plots in a batch procedure. Figure 1 summarizes the estimated ratio of regeneration for the entire plots under different coverage density. The results are evaluated by comparing them with the ground reference data of regeneration coverage in real forest sites. It can be seen that in the plots which are covered by a high regeneration density (see the blue polyline in Figure 1), such as plot 12-P14, 12-P8, 12-P7 and 12-P12 of 2012 and the single plot of 2011, we detected more than 60% of the regeneration correctly compared to the ground reference data. The accuracy in detection seems to be correlated to the foliage condition of overstory canopy since the lowest detection accuracies happened in the plots with high upper canopy density and complexity such as plot 12-P4 and 12-P17 (graph is not shown here).

Figure 1: Regeneration coverage estimation by 3D segmentation vs. ground reference. (Note: 12-P represents the plots in 2012 (leaf-on), 09-P the plot in 2009 (leaf-on) and 11-P in 2011 (leaf-off)).
As expected, we can see in Figure 1 the lowest detection rate of ca.1% belonging to the plots with low coverage density of regeneration. It turned out in the 3D visualization of the plots with low regeneration coverage density (graph is not shown here), such as 12-P4, 12-P18 and 12-P5, that these plots had denser tree crowns in the upper canopy layer compared to others. The visualization of these sample plots shows that there are no point clouds at the understory level.

The developed detection method [2] can be seen as an alternative approach with high potentials for understory coverage estimation. Our experiments, which used the plots with various coverage density and characteristics following the previous studies [2-7] confirmed that full waveform laser scanner data have a potential to detect the reflections from the understory canopy cover. By looking into the results of coverage estimation in the forest understory level we demonstrated that it is possible to detect more than 60% of the reference regeneration in plots with low upper canopy coverage. The young trees with the tree height below 5 m in a multi-layered forest have a higher chance to be detected due to the waveform decomposition of full waveform Lidar data. However, the overstory canopy layer in leaf on situation is a main factor to prevent the laser beam from reaching to the understory layer. Therefore, in most of the plots with ca. up to 2% regeneration coverage we did not have enough point clouds to construct a regeneration segment in the algorithm.

The complex canopy and mixed branches reduce the accuracy of the regeneration detection in the segmentation especially in the deciduous forest type such as plots 12-P15 and 12-P17. Therefore, the performance of the segmentation algorithm for regeneration detection is directly related to the forest characteristics and properties such as canopy density and tree species distribution.

Conclusion

The current research deals with the regeneration detection in a mixed and multi-layered temperate forest by applying a 3D segmentation method to airborne full waveform Lidar data. The method can be viewed as a coverage estimation and analysis for regeneration areas. Additionally, our study shows that the detection accuracy still depends on the plot properties such as canopy density. In leaf-on condition, an increase of 10% in coverage estimation and analysis for applying a classification of regeneration into deciduous and coniferous species.
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Highlights: Understory information is often lacking in forest resource inventories, yet is essential for biodiversity and habitat assessments. We used k-NN imputation and LiDAR metrics to generate understory information for a complex forest. Imputation results were moderately correlated with tree heights, DBH, and basal area. However, composition and density were poorly predicted.
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Introduction

The characterization of overstory vegetation is often the primary focus of forest resource inventories (FRI). However, understory vegetation, comprised of seedlings and saplings, suppressed juvenile trees, and shrub species, is critical for the preservation of biodiversity and wildlife habitat and plays an important role in forest ecosystem function. The understory vegetation often constitutes a major component of the plant species diversity in temperate forests. Understory trees also provide essential shelter, nesting, and food resources for many wildlife species and are indicative of habitat availability and quality [1]. As they constitute a new adult cohort they can have a major influence on which tree species are successful and hence are important for evaluating long-term sustainable forest management practices. Key stand-level characteristics of understory vegetation are height and diameter-at-breast height (DBH) distributions, stem density and species composition.

Remote sensing can provide landscape wide vegetation information, however, understory vegetation patterns are often more difficult to detect because of shading and occlusion of the understory vegetation by the upper canopy trees, especially in mature forests with a multilayered or closed canopy [2]. Over the last decade Light Detection and Ranging (LiDAR) has emerged as an important active remote sensing technology that can capture numerous three-dimensional forest characteristics including some of these understory vegetation attributes (e.g., [2, 3-5]). More recently, several studies [6] have indicated that full-waveform (FWF) LiDAR may be able to improve understory vegetation characterization because of its much higher pulse density and the ability to derive additional waveform characteristics (e.g., width, amplitude and intensity of the echo).

Based on this premise, our objective was to evaluate the ability of FWF LiDAR to estimate several understory vegetation characteristics with the purpose of generating stand- and tree-level understory information that could be included in an enhanced FRI (eFRI) and could serve as input data for an empirical forest growth model. In addition, we examined which FWF LiDAR metrics are important to estimate these understory vegetation characteristics. The anticipated stand-level understory information derived for an eFRI may allow for biodiversity and habitat assessments while inclusion of understory vegetation information in empirical forest growth models would allow for the forecasting of long-term forest ecosystem dynamics, thereby providing for future biodiversity and habitat assessments.

Materials and Methods

Study area and data collection

Our study site is the Petawawa Research Forest (PRF) (45° 57’ N, 77° 34’ W) which is situated along the Ottawa River, northwest of Ottawa, Canada and lies within the Great Lakes – St. Lawrence Forest Region. This forest is characterized by tree species such as eastern white pine (Pinus strobus L.), red pine (Pinus resinosa Ait.), eastern hemlock (Tsuga canadensis L.), sugar maple (Acer saccharum Marsh) and yellow birch (Betula alleghaniensis Britton).

During the summers of 2007, 2009 and 2010, we established 63 circular sampling plots (11.28 m radius; 400 m²) and sub-plots (3.99 m radius; 50 m²) in forest stands (average tree height ≥ 5 m) across our study area using a stratified random sampling design. In the sub-plots we collected information on tree species, height and DBH for all trees with a DBH < 9 cm, i.e., the understory trees. The centre location of each plot was georeferenced with a Trimble® Geo XT™ GPS unit with external antenna and later differentially corrected to achieve sub-meter accuracy.
FWF LiDAR data were acquired for the entire study area in August 2012 with a Riegl Q680i sensor mounted on a Cessna 172 (Leading Edge Geomatics Ltd., Lincoln, NB). The system was flown at approximately 750 m above ground level (a.g.l.), with a 20° scan half angle, a scan frequency of 77 Hz, and a pulse repetition frequency of 150 kHz. Leading Edge Geomatics Ltd. discretized the FWF data to a nominal sampling density of 48 pulses m⁻² and provided the data in LAS format classified into ground and vegetation returns.

**Characterizing understory trees: k-NN imputation modelling**

Spatial predictions of the understory characteristics were performed using a k-Nearest Neighbour (k-NN) imputation method. Imputation methods are popular for forest attribute estimation because of their ability to simultaneously relate multiple in-situ measured forest attributes to ancillary, in this case LiDAR-based, metrics [7]. When using a single neighbour (i.e., 1-NN) approach, it is possible to generate both stand-level and tree-level forest information for un-sampled plots.

We initially selected six understory tree variables for our multivariate k-NN imputation model: average and top understory tree height (AHGT and THGT), average understory DBH (ADBH), understory stem density (SD), relative basal area of the dominant understory tree species (RBA\textsubscript{DOMSPECIES}), and dominant understory tree species. We used the Random Forest (RF) proximity metric as our distance metric and used a variable selection procedure to select the optimal LiDAR metrics for each of the response variables. The accuracy of the imputed understory tree characteristics was determined via Pearson’s correlation coefficient (r) and the Root Mean Squared Difference (RMSD), a measure of model error for k-NN imputation models. Predictor variable importance was also assessed.

Our final multivariate k-NN estimates of AHGT, THGT, ADBH and RBA\textsubscript{DOMSPECIES} were moderately correlated (0.5 ≥ r ≤ 0.7) with our validation data (Table 1). RMSD was relatively small for the tree height and DBH response variables and largest for the RBA\textsubscript{DOMSPECIES} response variable (Table 1). Both discrete and FWF LiDAR data have been used to characterize understory vegetation but often with less success compared to the characterization of upper canopy properties [2]. Several studies have shown moderate to good correlations for the number and mean height of understory trees in boreal forests using LiDAR-based height metrics [2,3] and have successfully mapped understory shrubs using LiDAR-based terrain and canopy height metrics [1]. However, tree species discrimination based on LiDAR-based height and intensity metrics has been more difficult [2,5]. For example, [5] found that the classification of the understory layer was problematic in complex plots due to occlusion by taller vegetation. Instead, they proposed the use of echo width rather than intensity for the classification of understory species composition or the use of a multi-spectral canopy LiDAR instrument [5]. Most of these studies also concluded that the importance of the dominant tree layer influenced the accuracy of their results. Our results are consistent with most of these findings as we had moderate success in estimating understory tree height and DBH and were unsuccessful in discriminating between tree species. However, understory tree stem density in our study site was also poorly predicted which may be explained by the higher density and multilayered structure of the upper canopy in our study area. Our final k-NN model therefore excluded understory tree stem density and species composition because of poor model performance. However, both are relevant information within an eFRI and are required if the purpose is to generate an understory tree-level list that can be used as input in a forest growth model.

In terms of predictor variables, the final k-NN imputation model was developed using 16 out of 23 FWF LiDAR predictor variables. Each of the imputed response variables was predicted by a different set of LiDAR metrics determined through a variable selection procedure. The four most important predictor variables were all canopy height metrics, i.e., P50, Stratum2\textsubscript{a}, Stratum4\textsubscript{a}, and Stratum6\textsubscript{a} (Table 1). The canopy complexity metrics, VCI and VDR, were used to predict understory tree height and DBH, and the terrain metric slope was used to predict tree height and RBA\textsubscript{DOMSPECIES} (Table 1). The choice and influence of LiDAR metrics within our k-NN imputation model (Table 1) indicate that metrics such as the height percentiles and lower strata metrics are important in predicting understory tree species characteristics. Similar LiDAR metrics were relevant in analyzing the quantity and vitality of juvenile trees in a boreal forest in Norway [4]. In addition, the establishment and presence of understory trees in a stand is often related to canopy openings, the presence of tall trees for seed sources, and soil factors such as temperature and humidity [4]. In this context it makes sense that canopy complexity and terrain metrics were also included in our k-NN model.
In terms of the $k$-NN methodology, the choice and effectiveness of distance metrics is very site specific and it is unclear as to whether predictor variable selection should be performed or not [7]. The use of $k$-NN imputation methods to predict forest inventory attributes does place a very high requirement on the reference data, as these should cover the full range of values of the response variables. This requirement may be difficult to achieve when multiple response variables are included. In our study, the RF $k$-NN approach seemed to give the best imputation results and a reduction of the predictor variable set did improve model results. The moderate understory trees imputation results in our study are likely, in part, a result of having a relatively small dataset to analyze.

<table>
<thead>
<tr>
<th>Understory tree variables</th>
<th>LiDAR predictor variables</th>
<th>$r$</th>
<th>RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHGT (m)</td>
<td>P50, Stratum2$<em>{skew}$, Stratum3$</em>{skew}$, Stratum5$_{sd}$, VCI, VDR, Slope</td>
<td>0.69</td>
<td>0.79</td>
</tr>
<tr>
<td>THGT (m)</td>
<td>P30, P50, Stratum5$_{sd}$, VDR, slope</td>
<td>0.50</td>
<td>1.05</td>
</tr>
<tr>
<td>ADBH (cm)</td>
<td>P01, P50, Stratum4$<em>{skew}$, Stratum5$</em>{skew}$ and sd, Stratum6$_{skew}$, VCI</td>
<td>0.53</td>
<td>0.85</td>
</tr>
<tr>
<td>RBA$_{{DOMSPECIES}}$ (%)</td>
<td>P05, P30, P50, P70, P90, Stratum3$<em>{skew}$, Stratum5$</em>{skew}$ and sd, PLC, Slope</td>
<td>0.53</td>
<td>20.65</td>
</tr>
</tbody>
</table>

AHGT = average juvenile tree height; THGT = top juvenile tree height; ADBH = average diameter at breast height; RBA$_{{DOMSPECIES}}$ = relative basal area of the dominant juvenile tree species; $P_k = x^{st}$ height percentile; Stratum$_{skew}$ = skew of non-ground returns $> x^1$ m and $\leq x^5$ m; Stratum$_{sd}$ = standard deviation of non-ground returns $> x^1$ m and $\leq x^5$ m; VCI = vertical complexity index; VDR = vertical distribution ratio; PLC = plan curvature (across the slope); $r = correlation$ coefficient, RMSD = root mean squared difference.

**Conclusion**

The use of remotely-sensed data to generate understory tree information within the context of an eFRI or as input to forest growth models would benefit landscape-wide assessment of biodiversity, habitat quality and availability. To be relevant for biodiversity and habitat analyses, however, not only are structural attributes required, but information on species composition of the understory trees is necessary. The latter, remains a significant challenge. Accurate information on juvenile and minor tree species located beneath the upper canopy is difficult to obtain as LiDAR returns from the lower layers in the canopy tend to be scarce and noisy [4,6]. FWF LiDAR, with its higher pulse density, may alleviate some of these issues. Our study demonstrates that the approach we used still requires substantial improvements. As a next step, the inclusion of LiDAR-based intensity metrics and other information from FWF LiDAR, such as width, amplitude and intensity of the echo may provide further discrimination of understory attributes.
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Highlights: This study presents a new open-access dataset of 18 plots from alpine forests of the Alpine Space. Eight detection algorithms were tested and evaluated against forest inventory data using a novel, automated matching procedure. Forest structure remains a key issue limiting tree detection, and algorithms would probably benefit from an adaptive tuning in order to achieve a better trade-off between omission and commission errors.

Key words: Tree extraction, comparative testing, mountain forest.

Introduction

Area-based methods provide statistically calibrated maps of forest stand parameters such as growing stock, stem density and stand height, and are used for large-area forest inventory (FI) and long term forest management planning. Meanwhile, in complex alpine forests, single tree information is highly valuable. The spatial distribution of trees and their characteristics are important inputs for silviculture in uneven-aged stands, for growth simulation models or for the evaluation of the forest protection effect against rockfalls.

Numerous tree detection methods have been published in the literature, but benchmarks, i.e. comparison of different methods’ performance on various forest stands are scarce. A study of Kaartinen, et al. [1] is mainly focused on Scandinavian forests and Vauhkonen, et al. [2] used very different forest types. The comparison of different algorithms and their evaluation on various forest types remain difficult, partly because of the absence of an open-access dataset with both, the airborne laser scanning (ALS) data and corresponding FI data. During the NEWFOR project, funded by the European Territorial Cooperation, a dataset of 18 mountain forest plots from 8 areas in 5 countries was constituted. Eight single tree detection algorithms were tested and evaluated with a novel, automated matching method [3]. The method uses a restricted nearest neighbouring approach to automatically link the detection results to the ground truth FI data. This article has three objectives. First, to present the dataset, which is now publicly available [4]. Second, to present the automated evaluation method, and third, to present the benchmark results.

Material and methods

Dataset

The ALS dataset is constituted of eight different surveys. It is somehow representative of the currently available operational data within the alpine countries. Data are heterogeneous as they originate from different sources, who acquired the data for different purposes. Point densities range from 5 to 121 m⁻², and four different types of scanners are used. Within these eight surveys, 18 forest plots are available, with stem locations, diameters, heights and species. The total surveyed area is 4.5 ha. Basal area among the plots ranges from 15.5 to 68.1 m².ha⁻¹, and mean height from 13.7 to 36.7 m. Coniferous proportion is between 23 and 100%. The plots were classified in four forest types: Single-Layered Mixed forest (SL/M, 4), Single-Layered Coniferous forest (SL/C, 5), Multi-Layered Mixed forest (ML/M, 7) and Multi-Layered Coniferous forest (ML/C, 2).

Detection algorithms

For each plot, the ALS data and rasterized terrain models at 0.5 and 1 m resolution were provided to benchmark participants. Participants applied their fully-automated tree detection algorithms in order to output a list with tree coordinates and heights for each plot. In total eight algorithms are tested. Most are based on local maxima (LM) detection using a rasterized canopy height model (CHM) and one relies on 3D point cloud processing. The LM-based methods use different approaches as for example filtering approaches, region growing, usage of multiple derived CHMs in different height layers, watersheds or polynomial fitting. Different settings as for example kernel size or spatial resolution of the input CHMs can be found. The method which is
based on the 3D point cloud uses a segmentation and ellipsoidal clustering approach. The methods are applied to the data without any additional knowledge about the local forest (i.e. species composition).

**Performance assessment**

The evaluation of the detection results is carried out in a reproducible way by automatically matching them to precise in-situ FI data using a restricted nearest neighbouring approach. The matching algorithm is implemented in the OPALS forestry package [5]. Starting from the highest detected tree the restricted nearest neighbouring reference trees within a defined neighbourhood are detected. Restricted nearest neighbouring means that there are height and neighbourhood criterions which need to be fulfilled to match two trees. Finally, trees with the best neighbourhood and height vote are assigned. Only trees inside an area of interest are considered within the matching to overcome possible detection limitations at the borders of the input ALS data.

Based on the matching procedure, quantitative statistical parameters such as percentages of correctly matched trees and omission and commission errors are derived and presented in graphical representations. The benchmarking results are prepared in different levels of information, starting with investigations based on the method and forest type. Additionally an overall performance of the benchmark is evaluated.

**Results and discussion**

**Evaluation of the matching procedure**

A random sample of 699 detected trees was manually interpreted to test the developed matching algorithm. Only 3% were wrongly treated by the matching procedure. The overall accuracy is 97% with a Kappa of 0.94. This procedure enables interpreter-independent and reproducible results in short amount of time. Thus, it is an appropriate way to efficiently compare the detection results of several algorithms and for several test plots.

**Detection performance**

The vertical structure of the forest has a major impact on the detection results of the different methods (Figure 1). Trees in the lower layers are difficult to detect, even for point cloud-based methods, which results in lower assignment rates in the multi-layered stands. Mixed stands are also more troublesome: more complex crowns in deciduous trees are probably the reason for the higher commission rates. The best matching rate was obtained for single-layered coniferous forests. Dominated trees were challenging for all methods. In general, the tree detection rates show a higher variation than estimated tree heights. The overall performance shows a matching rate of 47%, which is comparable to results of other benchmarks performed in the past [1-2].

**Figure 1: Detection results by forest type.**
A method based on local maxima detection within a canopy height model using variable-sized moving windows is rated as the best performing algorithm. A point cloud clustering-based method gained the best results for trees in subdominant layers which is rated as advantage over raster-based methods.

The trade-off between omission and commission errors turns out to be a critical point regarding tree detection. Some methods are probably intrinsically more efficient, but algorithm parameters such as raster resolution, kernel size and horizontal vertical exclusion thresholds have a major impact on detection results. Depending on the forest structure and on the ALS acquisition parameters, the filters required for tree extraction have to be chosen or at least tuned specifically.

**Conclusion**

The study brings new insight regarding the potential and limits of tree detection with ALS and underlines some key aspects regarding the choice of method when performing single tree detection for the various forest types encountered in alpine regions. It turned out, that complex multi-layered forests are challenging for all tested methods. The best detection results could be obtained for single-layered coniferous forests. In order to improve the detection algorithm available for forest practitioners, it seems important to have datasets, that allow to test the robustness of algorithms on a wide range of forest structures and to design algorithms able to optimize their setting either based on internal (ALS data itself) or external data. Additionally a standardized matching procedure is needed for testing the algorithms in a clear and reproducible way. The presented matching methodology and the published dataset [4] should help to overcome this issue for future studies and applications.
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Highlights: Varying conifer stand structure at the tree level could be well described by point clouds from both image and lidar mounted on a UAV. This has a potential of cost-effective and rapid means of inventorying remote, smaller or scattered areas for tactical and operational management.
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Introduction

Efficient forest management demands detailed, timely information on forest metrics at several scales – block, stand as well as tree. Time consuming and tedious ground methods have been suitably replaced with remote sensing based assessments, both image and lidar, at fairly large scales [1], albeit not cost efficient when detailed information needs to be gathered in remote, smaller or scattered areas for tactical and operational management. Logistics and low altitude flying to gather high resolution data increases the cost [2].

Recently, imaging and lidar instruments, that have the ability to provide very high temporal and spatial resolution data with similar characteristics as those of full scale platforms, have been deployed on-board small UAVs (Unmanned Aerial Vehicles, drones or remotely piloted aircrafts) [3]. 3D point clouds generated from convergent imagery using 3D vision / modern photogrammetric methods is expected to be dense and as accurate as that of lidar [4]. Due to limited infrastructure requirements, simple logistics, ease of acquiring convergent images or lidar of objects from close range, we presume that UAV platform has potential use for continuous and detailed assessment of small and remote areas of forests.

In this study, we would like to test the feasibility and strength of 3D point clouds generated from both lidar and convergent imagery from a UAV platform in assessing detailed canopy structure of the forest. In particular, here we would investigate tree metrics from both data sources for a softwood stand. Analyses are in progress and only preliminary results are presented at the time of this abstract.

Material and methods

Study area

The study site falls within Petawawa Research Forest (PRF) in Ontario, Canada, that is predominantly white pine mixed with red pine, balsam fir and poplar. Part of the 10.3 ha. selected area had recently been harvested under a shelterwood system for managing white pine leaving an untreated 1 ha. control block of forest. The terrain is rocky but fertile, and is relatively flat.

UAV and data acquisition

The study site was scanned with Yellowscan lidar system and imaged in tandem with Nikon D600 (full-frame) with Zeiss 50 mm lens (RGB) and Tetracam mini MCA-6 (6 multi-spectral channels in 450-1050nm) mounted on Renegade UAV rotor system on 10th Nov., 2014. Due to a very slight shift in mounting of Nikon camera, the area was reflown on 10th Jan., 2015. Yellowscan as well as MCA-6 are independently integrated with internal INS capability and (RTK-ready for lidar) GPS receiver. The 2kg-20W laser scanner has a maximum range of 100 m, can record up to 3 echoes per pulse and provides geopositioned point clouds. The 6 flight lines with a 40% overlap and +/- 50° scan angle were conducted at an altitude of 100m AGL. A total of 414 and 588 images covered the site with Nikon and MCA-6 respectively. Analyses of MCA-6 data are beyond the scope of this paper.

Field data

Three plots of size 20 m X 20 m, 2 in control and 1 in the treated block, were laid. Plot corners were DGPS surveyed (GeoXH; accuracy up to 30 cm). DBH, species, azimuth and the distance from a reference DGPS point were noted for every tree over 8cm DBH. Total tree height (using a Vertex from two vantage points) and DGPS locations of four softwood trees falling in different DBH class were measured within each of 10 m X 10 m
quadrats. Independently, total tree height, DBH and distance between the tree stems of 10 pairs of randomly selected trees (>8 cm DBH) were measured in the cut block.

Figure 1: Lidar and image coverage of the 10.3 ha. test site. (a) DSM from lidar; (b) Vertical profile from lidar showing emergent and understory growth visible from the dense multi-echo lidar; (c) Vertical profile from lidar along the transect shown in (a); (d) Vertical profile from 3D reconstructed image (e) Single tree detection on lidar CHM (f) Tree height class distribution of the control and treated blocks of the test site

**Lidar and Image data processing**

Raw lidar data was processed in Global Mapper. Automatic classification into ground and non-ground was manually corrected and validated by inspection. Lidar CHM (canopy height model) was generated by taking the difference in DSM (TIN generated from the highest point for every 5 points of non-ground return with automated optimal grid-spacing) and DEM (TIN generated from the lowest point for every 5 points of ground returns).

All images of Nikon over the study site were used for 3D reconstruction, dense point clouds and finally orthomosaics using Agisoft’s Photoscan photogrammetric software. Due to the presence of excess snow over the vegetation causing actual tree height anomalies we used only the November images for this comparison study. The imagery, synchronised GPS position of each image and DGPS positions of reference targets were used as inputs. The processing steps included automatic aero-triangulation, bundle-adjustment, dense 3D point cloud generation and ortho mosaicking. Image DSM is created using the highest point in every 5 points and automatic optimization of grid-spacing. For this study, image-CHM is the difference in image DSM and lidar-DEM.

**Single tree height extraction on lidar and image surfaces**

Extending the methodology used in [5], the location of individual tree tops was determined based on local maxima filter with a circular non-overlapping (moving) window of a radius of 35 cm (based on field observation) on the Gaussian filtered CHM (twice filtered). Tree height was estimated as difference of the DSM height at the extracted peak and DEM.
Results and discussion

Point cloud – lidar vs image

The structure of individual trees and undergrowth as well as underlying terrain of the dense undisturbed control block (Fig 1b) and the test site in general (1c) is well captured by the lidar point cloud even at the maximum range (100 m) of the lidar system. All return density was 23 hits /m² (30 in the control block). Preliminary classification showed that there are sufficient returns from the ground (over 1%) even in highly dense multi-storied canopy to derive a DEM, but a significant number of the first returns (over 40%) came from ground in the treated block. The point cloud extracted from the convergent images with 60% overlap between flight lines (Fig 1d) provided a dense representation of the stand structure. In many places the ground as well as tree stems are also clearly visible. In general, the point density is very high at 900 points /m² with about 15% representing the ground in the treated block and 1% to almost none in the control block.

Detection of trees - lidar vs image

Visually, excepting undergrowth, trees of all sizes are better detectable using image-point clouds compared to lidar. Preliminary results of the automated single tree detection algorithm on the CHMs showed that both methods are equally good (Fig. 1(e)), with no omission or commission errors for trees over 7 m, but 5% commission errors on lidar-CHM and 2.7% omission on image-CHM for trees below 1 m. All the 20 field measured random trees were detected on both data sets. It may be noted that the automated single tree algorithm was validated in a different forest [5], its improvement or accuracy assessment has not been attempted in the present study.

Total tree height and height distribution using lidar

Height class distribution (Fig. 1(f)) based on the single tree detection (Fig. 1(e)) realistically represents the control and treated block. Comparison of the randomly measured trees in the field and detected trees on lidar shows a good correspondence within 20 cm error in tree height estimation (Table 1). However, overall tree height is slightly over-estimated by lidar. The difference in minimum tree height could not be explained as trees with smaller than 7 cm DBH were not measured in the field. Since the data was acquired after recent treatment, slash, cut tops and stumps may all have been detected as small trees (below 0.5 m) by the algorithm.

Table 1: Summary of the field and lidar tree measurements.

<table>
<thead>
<tr>
<th></th>
<th>Field – DBH (cm)</th>
<th>Field – Tree height (m)</th>
<th>Lidar – Tree height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
<td>Avg</td>
</tr>
<tr>
<td>Control</td>
<td>8.0</td>
<td>62.0</td>
<td>18.0</td>
</tr>
<tr>
<td>Treated</td>
<td>8.0</td>
<td>68.0</td>
<td>27.0</td>
</tr>
<tr>
<td>Random</td>
<td>12.0</td>
<td>64.0</td>
<td>32.5</td>
</tr>
</tbody>
</table>

*based on trees over 7m height
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Highlights: After checking the vertical coregistration of the point clouds of the green, near infrared, and middle infrared point clouds of Optech’s Titan multispectral lidar, we have performed a classification of the three channel intensities on a crown-wise basis, and successfully identified tree species (broadleaf vs. needleleaf, and genus).
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Introduction
The identification of individual tree species is crucial for forest inventory, carbon stocks assessment, as well as for habitat studies. Several remote sensing approaches have been proposed, such as object-based classification of multispectral airborne images, or the use of single tree metrics derived from lidar return heights and intensities [1]. The former approach is complicated by the fact that the radiometric response of trees in airborne images is variable due to the varying sun-object-sensor geometry. The latter approach is somewhat limited because lidar sensors typically provide intensities in a single wavelength, usually in the near infrared. Dual wavelength commercial lidars have started to emerge (e.g. Optech’s SHOALS), and multi-channel lidar prototypes were developed (e.g. Carbomap’s four wavelength lidar demonstrator). In December of 2014, Optech Incorporated (Toronto, Canada) introduced the Titan multispectral airborne lidar, the first commercial lidar system that operates in three wavelengths (hereafter termed channels 1-3, or C1-C3): middle infrared (1550 nm, C1), near infrared (1064 nm, C2), and green (532 nm, C3). Each of Titan’s three lasers fire with a different forward tilt, respectively 3.5° for C1, 0° for C2, and 7° for C3. Both infrared channels have a divergence of 0.35 mrad, but C3 has a divergence of 0.70 mrad. Because, by design, the lasers are not aligned, the respective point clouds do not coincide. Therefore, a given arbitrary small scene element is often hit by just one of the lasers. For this reason, multispectral analysis cannot be applied at the image pixel level in a classical way, nor by analysing the multispectral intensities of a given pulse, but rather by using multispectral statistics on a per object basis, in this particular case, by considering the intensities of all the hits falling within a given crown. This creates a new category of multispectral remote sensing problem, which calls for novel solutions.

Our objective was to explore the potential of individual tree species identification using Optech’s Titan multispectral lidar. In this first study, we deliberately did not use the 3D data components in order to focus on the information contents of the multispectral intensity data. However, to ensure that the three independent channels can be used together without coregistration issues, we first checked the vertical adjustment between the three different point clouds. We then used individual crown multispectral intensity statistics to classify tree species into broad groups (hardwood vs. softwood), and into individual genera, using a random forest approach.

Study region and data
We used a dataset graciously provided by Optech. It was generated during a test flight over a 38 ha terrestrial area located in a suburb of the city of Toronto, Canada (79°68’W, 43°47’N). The flight was performed on 2 October 2014, a time of year when the foliage colour of broadleaved trees had not yet changed significantly. The aircraft followed three parallel flight lines at 400 m AGL. Each laser operated at a pulse repetition rate of 200 kHz (600 kHz overall system repetition rate). The pulse footprint at target level at nadir was 14 cm in C1 and C2, and 28 cm in C3. The lidar strips had an average 43 % lateral overlap. This resulted in a 10.6 first returns/m² per channel and per strip, 31.8 first returns/m² 3-channel overall density per strip, and 53.8 first returns/m² overall multi-strip density (in overlay zones). The 12 bit intensities were recorded for each of 4 possible returns per pulse, in each channel. The range information of each return was also provided in the dataset. A total of 20 genera of trees were identified in the study area (16 broadleave and 4 needleleaf). The most common broadleaf genera are Acer and Fraxinus, and the most common needleleaf trees are Picea and Pinus.
Methods

Inter-channel coregistration

Because we needed to pool together lidar returns generated from different lasers that fire at different angles and that have different divergences (C1=C2<C3), we first checked that there was a good vertical correspondence between the three independent points clouds. We specifically wanted to check if the varying firing angles and divergences influenced the degree of penetration within tree crowns. For this, we have compared the Z values of all pairs of returns separated by a horizontal distance of 2 cm or less. This analysis was done for all inter-channel combinations, and also for same-channel (NIR) pairs of returns originating from two adjacent strips, the latter serving as control. The results were separated per broad land cover class (asphalt, grass, and trees).

Individual tree species classification

The return intensities were corrected for range according to the equation of Korpela et al [2]. Because multispectral signatures cannot be constructed on a pixel basis, or on a pulse basis, we have created signatures by extracting statistics for each individual sample crown. For this purpose, 523 tree crowns were manually delineated on a representation of the lidar digital surface model. The delineation excluded the fringe of the tree where a certain proportion of the pulses travelled unintercepted by the foliage and were reflected by objects located within the crown footprint, but under the crown itself. The tree species were identified based on a field census of the Toronto area tree species [3], and by using Google’s Street View™ (in which terrestrial images for this area were acquired in summer of 2014 by Google). They were grouped into broadleaf and needleleaf classes (level 1: 2 classes), and genus (level 2: 8 classes). Measures of central tendency (mean and median), as well as dispersion (standard deviation) per crown and per channel were calculated from the normalized intensities of the first returns only. We then performed a random forest classification of each tree, at each classification level, using combinations of the above statistics. The current study being exploratory, and the test area being rather small, we have not divided the crown sample into training and validation datasets, and we report only the random forest “out-of-bag” error.

Results

Inter-channel vertical coregistration was found to be very good. For asphalt and grass respectively, the inter-channel Z RMSE were 1.8 cm and 1.9–2.7 cm. For grass, the greatest variations were observed between the two infrared channels (C1-C2: 2.7 cm), and the lowest variations for C1-C3 (1.9 – 2.1 cm). As expected, the Z RMSE for tree crowns is much higher than for flatter surfaces: 359 cm to 467 cm. The highest RMSEs were obtained for one of the visible-infrared combination (C1-C3 or C2-C3, depending on flight lines). For the same sites, the C2-C2 comparison used as control also yielded high RMSEs of 364 cm (flight lines 1-2), and 387 cm (flight lines 2-3). Moreover, there does not appear to be any strong Z bias between channels on tree objects, the median of inter-channel Z differences being between -0.2 cm and 3.8 cm.

Figure 1: Multispectral image subset created using the 1st return intensities in three channels (crowsns : a = Pinus, b = Fraxinus, c = Betula, d = Acer, e = Picea; crown f is severely defoliated). Sample trees are outlined.
Before presenting the classification results, we study the characteristics of the intensity data by examining a visual representation created by interpolating intensity values and creating a false colour combination (figure 1). We see that brightness and colour vary within individual crowns, but that colour contrasts between trees of different species are often important (see for example crowns labelled b, d and e on figure 1). Trees with severe defoliation appear very dark (see crown labelled f on figure 1). The crowns edges sometimes appear jagged, as grazing pulses may have hit either the crown periphery or the ground underneath, thus creating large variations in the radiometric response. As mentioned previously, these fringes were excluded from the analysis.

Applying a random forest classification based on the crown-wise mean and standard deviation in each channel (6 variables) to the set of sample crowns yielded an “out-of-bag” classification error of 4.59% in the case of the level 1 classification (broadleaf vs. needleleaf trees), and of 24.29% in the case of level 2 classification (8 genera). The confusion matrix for the latter level is presented in table 1. Other models (e.g. using the median only, etc.) were less accurate.

Table 1: Confusion matrix of the random forest classification of individual tree at genera level, for 454 trees of the 8 most frequent genera, based on the three channel standardized intensities.

<table>
<thead>
<tr>
<th>Genus</th>
<th>Picea</th>
<th>Pinus</th>
<th>Acer</th>
<th>Fraxinus</th>
<th>Populus</th>
<th>Gleditsia</th>
<th>Betula</th>
<th>Tilia</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Picea</td>
<td>64</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.12</td>
</tr>
<tr>
<td>Pinus</td>
<td>6</td>
<td>9</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.47</td>
</tr>
<tr>
<td>Acer</td>
<td>0</td>
<td>1</td>
<td>181</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>0.10</td>
</tr>
<tr>
<td>Fraxinus</td>
<td>4</td>
<td>1</td>
<td>13</td>
<td>49</td>
<td>1</td>
<td>2</td>
<td>9</td>
<td>1</td>
<td>0.39</td>
</tr>
<tr>
<td>Populus</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>Gleditsia</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>4</td>
<td>0</td>
<td>22</td>
<td>2</td>
<td>0</td>
<td>0.44</td>
</tr>
<tr>
<td>Betula</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0.64</td>
</tr>
</tbody>
</table>

We see that the classification accuracy varies widely between genera, with Acer and Picea having the best scores. The overall error figure of 24.29% is influenced by the fact that the species with the best scores were also the ones with the most observations. This error score would rise in a dataset composed of an equal number of crowns per genus.

Discussion and conclusion

The point clouds from the three independent lasers of Optech Titan sensor proved to be well coregistered vertically. The 3-4 m variations in Z for a same XY location observed for tree crowns was expected, as laser pulses coming from different angles might travel between twigs and branches at various depth below the crown convex hull. Wind-induced branch movements can also contribute to this effect. A similar variation in Z in the flightline overlap zones in the same channel (the common 1064 nm lidar band, Titan’s C2) was observed, indicating that the variations in wavelength and divergence have minimal impact on variations of penetration between channels. The three channels can therefore be used together, for 3D or multispectral analysis.

Large intensity variations within a given crown were also both expected and observed. This is likely caused in great part by variations of the cross-section area of the foliage intercepting the incident pulses, and to a much lesser extent by variation of reflectance within a single tree. This assertion is supported by the fact that using measures of central tendency and dispersion per crown, we could demonstrate that the overall crown-wise spectral signature can be used to identify species class (broadleaf vs. needle leaf), and to a certain extent, the genus of the trees. Further work is needed to assess the contribution of each spectral channel separately. Although the accuracy is still modest at this level, we expect that by combining the multispectral spectral data to the 3D data (crown shape and vertical distribution of returns), the species identification of single trees will be significantly enhanced compared to using standard single wavelength lidar data.
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Highlights: We use high density airborne LiDAR data and high spatial resolution hyperspectral data to extract key parameters of individual trees, including position, height, crown radius, species, in coniferous mixed forest of northeast China.
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Introduction

Light Detection and Ranging (LiDAR) and hyperspectral techniques are applied in various fields including forestry by providing high quality 3-dimension vertical information and high spectrum resolution respectively. Isolating individual trees and extracting its key parameters are significant for automatic and semi-automatic forest management. This study introduces an experiment of individual tree isolation and species identification based on high density airborne LiDAR and high spatial resolution hyperspectral data in northeast China. In which a watershed method based on morphological crown control is applied to isolate individual trees and a combined classification method based on individual tree spectrum extraction and optimization is applied to identify individual tree species. Results show the methods can isolate most dominant and subdominant trees, more than half of intermediate trees and some suppressed trees, and efficiently identify dominant and sub-dominant species. The experiment indicated that LiDAR and hyperspectral data have great potential to provide more detail information in individual tree scale for forest management.

Content

The study area is located in Liangshui National Reserve (47°10' N, 128°53' E), Heilongjiang Province, China. The Liangshui National Reserve was established in 1980 and is a national reserve that protects the ecological system of a mixed forest of conifer and broadleaf species. A broadleaved Korean pine mixed forest sample plot in the reserve was selected for a detail field survey for this study. The plot is a square of 300 m × 300 m, which is divided into 900 pieces of 10 m × 10 m small quadrats (Jin et al., 2006). The species, DBH, tree height, and position of all individual trees with DBH greater than 2 cm were measured. Ground spectrum measurement was synchronized to hyperspectral data acquired through flight by FieldSpec 3 Spectroradiometer.

High-density airborne LiDAR data and charge-coupled device (CCD) images were simultaneously acquired in August 2009 by LiteMapper 5600 while the hyperspectral data were also acquired in August 2009 by using a CASI-1500 (Compact Airborne Spectrographic Imager) with a visible and near infrared (VNIR) pushbroom sensor.

The workflow of this study is briefly described as follow.

First, canopy height model is derived from LiDAR point cloud and an invalid value filling algorithm (Zhao et al., 2013) is applied to improve its quality. First, the Laplacian operator is applied to an original CHM to determine possible invalid values. Then, the morphological closing operator is applied to recover the crown coverage. By combining the two results, the possible invalid values in CHM can be confirmed and replaced by corresponding values in the median-filtered CHM. This approach can fill the most invalid values well while refraining from overfilling (Figure 1).
Second, the morphological crown control-based watershed method (Zhao et al., 2014) is applied to isolate individual trees and obtain their position, tree height and crown radius. Morphological crown control was introduced to determine the crown areas, which were used to limit the watershed results. The local maxima algorithm was adopted to identify potential individual tree positions. Double watershed transformations, in which a reconstruction operation was inserted into the two transformations, were then applied to delineate the tree crowns. Finally, the individual trees were isolated, and their parameters were extracted from the optimized watershed results (Figure 2). The results show that the method can isolate most dominant and co-dominant trees, more than half of the intermediate trees and some suppressed trees. For tree heights, the result has a pretty good linear relationship with the ground survey data and the average precision is 95.81%.

Third, a combined classification approach based on individual tree spectrum extraction and optimization is applied to identify individual tree species (Zhao et al., 2015). The approach first isolated individual trees and extracted their parameters from LiDAR data. Then, the spectra of the individual trees were extracted from hyperspectral data and merged to avoid mixed pixel and four-component problems. Finally, two common classification algorithms, namely, SVM and SAM, were applied to classify the individual tree species (Figure 3).
The identification correctness of the dominant species was over 90%, whereas that of the sub-dominant species was over 60%. The overall correctness of SVM and SAM were both over 70%. However, the SVM reflected the species distribution of the experiment area better than SAM.

![Classification results](image)

(a) ITS-C-SVM  (b) ITS-C-SAM

- *Pinus koraiensis*
- *Fraxinus mandshurica*
- *Abies nephrolepis and Picea asperata*
- *Betula costata, Ulmus papyrseosa and Tilia amurensis*

Figure 3: Classification results.
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Highlights: A tree-centric approach to carbon mapping is described, based on measuring the dimensions of individual tree crowns (ITCs) from LiDAR data, and species from hyperspectral data, from which individual-tree carbon stocks are calculated. We should tree-centric approaches deliver highly precise and accurate carbon maps.
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Introduction

Forests are a major component in the global carbon cycle, and accurate estimation of forest carbon stocks and fluxes is important in the context of anthropogenic global change. Airborne LiDAR is increasingly recognized as outstanding data source for high-fidelity mapping of carbon stocks at regional scales. Most LiDAR-based approaches to carbon mapping work with summary statistics derived from the point cloud within pixels, which are calibrated with field-plot data. We develop a tree-centric approach to carbon mapping, based on identifying individual tree crowns (ITCs) and species from airborne remote sensing data, from which individual-tree carbon stocks are calculated.

Content

The first analysis we present uses airborne surveys of a 32 km² area of the Italian Alps, which is dominated by conifer species. The average LiDAR point density was high, at 48 pts/m² and accompanied by hyperspectral data (AISA Eagle II). ITCs we identified from the laser-scanning point cloud using a region-growing algorithm and identifying species from airborne hyperspectral data by machine learning. For each detected tree, we predicted stem diameter from its height and crown-width estimate. From that point on, we use well-established approaches developed for field-based inventories: aboveground biomasses of trees are estimated using published allometries and summed within plots to estimate carbon density. We show this approach is highly reliable: tests in the Italian Alps demonstrated a close relationship between field- and ALS-based estimates of (a) tree biomasses ($r^2 = 0.65$) and (b) carbon stocks ($r^2 = 0.98$) (Figure 1).

![Graph](image)

Figure 1: (a) biomasses and (b) carbon densities estimated from airborne imagery using tree-centric methods.
Small trees were invisible from the air, meaning that 23% of biomass was not sensed (dotted regression line vs solid 1:1 line in Figure 1), so a correction factor is required to accommodate this effect.

The second illustration of the tree-centric approach uses an airborne survey of lowland tropical forests in Borneo, which is dominated by numerous dipterocarp species. Here the ITCs were identified using a new approach which utilizes the entire point cloud, based on graph cut methods, which allows understory trees to be detected as well as the canopy giants. Despite the complexity of these forests, species detection from hyperspectral imagery (AISA Fenix) was reasonably successful, and tree biomasses estimates were unbiased.

An advantage of the tree-centric approach over existing plot-level methods is that it can produce maps at any scale, and is fundamentally based on field-based inventory methods, making it intuitive and transparent. Airborne laser scanning, hyperspectral sensing and computational power are all advancing rapidly, making it increasingly feasible to use ITC approaches for effective mapping of forest carbon density.
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Highlights: We conduct an individual tree-based change detection of a mature conifer forest in California. LiDAR data were collected in the summers of 2008 and 2013. A crown delineation algorithm is applied to quantify individual tree growth and mortality, and trends are explained as a function of topography and tree size.
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Introduction

Forest ecosystems play a critical role in global biogeochemical cycling, particularly with respect to carbon, representing the largest terrestrial carbon stock on the planet. Indeed, the flux of carbon into forests through photosynthesis and out of forests through respiration and plant degradation largely controls annual fluxes of atmospheric carbon [1]. Understanding changes to plant growth and disturbance is therefore of the utmost importance for improving carbon cycle models and mitigating climate change through policies such as the U.N.'s Reduced Emissions from Deforestation and Degradation [2].

Repeat-pass LiDAR remote sensing has been used to detect changes in forest carbon stocks at a map or pixel level through analyzing changes in two maps of aboveground biomass [3]. These methods do not directly attribute change to ecological processes at the level of individual trees. In order to better understand changing dynamics in forests it is necessary to assess change at the level of the individual. In this research we conduct change detection at the individual tree level in order to increase our understanding of the processes driving the forest carbon balance in California.

Our research goals are three-fold: First, to determine the drivers of individual tree growth and mortality (topography, tree height, crown area), second, to estimate growth and mortality rates as a function of tree size/demography, and third, to determine whether the forest in question is a net source or sink of carbon.

Methods

Teakettle Experimental Forest is located in the Western Sierra Nevada Mountain range in California. Dominant species include *abies concolor* (white fir), *pinus ponderosa* (ponderosa pine), *abies magnifica* (red fir) and *quercus kelloggii* (California black oak). The elevation range of the site is approximately 1000 m to 2500 m above sea level, with AGBM values averaging 200 Mg ha⁻¹ with individual tree values up to 20 Mg tree⁻¹.

LiDAR data at Teakettle were flown in the summer of 2008 with the University of Florida’s OPTECH GEMINI ALTM unit, operating at 100-125 kHz with a maximum 25° scanning angle. Data were flown ~600-750 m above ground, with 50%-75% swath overlap yielding an average return density of approximately 18 returns/m².

In 2013, a second LiDAR acquisition was conducted with NASA Goddard’s lidar, Hyperspectral and Thermal Imager [4] instrument. G-LiHT uses a 300 kHz multi-stop scanning lidar operating at 1550 nm with a 60° field of view and 10 cm diameter footprint.

Individual tree metrics are derived from the lidar point clouds through a multilayered canopy delineation algorithm. This algorithm has been validated at Teakettle in a previous study [5]. Biomass is estimated for each delineated tree through the application of an empirical relationship relating height to Diameter at Breast Height (DBH) and the subsequent estimation of biomass through the Jenkins et al. equations [6]. Spatial overlap of tree crown polygons is examined for changes in morphology using the spatial-temporal analysis of moving polygons [7] method which characterizing change using an event-
based framework. Events of interest for crown morphology change include expansion, contraction, and height and biomass change.

Results and Discussion
In the five year period between LiDAR campaigns, there are areas of the landscape that exhibit regrowth (clearings where saplings are apparent in 2013), individual tree mortality events (Fig. 1), and individual tree growth and degradation. On average, the crowns in the study area are smaller in 2013 than 2008, with a mean area of 123 m² in 2008 reduced to 98 m², and a corresponding reduction in average crown radius from 2.89 m to 2.68 m. These are only preliminary results, and our research regarding individual tree growth and mortality is ongoing.

![Figure 1. A 59 m tree in 2008 (a) is no longer present in 2013 (b). This single mortality event represents a loss of 11.8 Mg of biomass from the landscape.](image)
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Highlights: We quantified edge effects in forest fragments using lidar-based tree height over a degraded landscape in the Brazilian Amazon and found that the distance that characterizes an edge is more variable than previous studies have detected. This edge variability is key to understanding effects on ecosystem services such as changes in carbon stocks.
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Introduction

Forest fragmentation divides forest areas into smaller discontinuous fragments, increasing the forest edge area that experiences different environmental conditions from interior areas [1]. According to one study, logging and deforestation generate ~32,000 and 38,000 km of new forest edge each year in the Brazilian Amazon [2]. Nearly 20% of the world’s forests are within 100m of agriculture, urban, or other non-forest land uses [3].

Forest edges suffer changes in microclimate, with reduced moisture and increased variability of temperature compared to the forest interiors. In addition, winds cause greater structural damage near the forest ends and affect other ecological processes such as pollination, seed dispersal, nutrient cycling and carbon storage.

The extent of forest edges in the Brazilian Amazon grows each year, caused by deforestation and forest degradation from human activity. However, the extent of edge forests, and the changes in carbon stock resulting from alterations in microclimate and disturbance near forest edges are difficult to quantify. Previous studies have used multispectral remote sensing and geographic information systems (GIS) analysis to quantify fragmentation and the effect of edges [2]. We used lidar (light detection and ranging) measured canopy heights as a proxy variable to quantify forest edge effects across a degraded forest landscape in the Amazon in the Paragominas Municipality in Para State, Brazil. To our knowledge no previous study has used variability in forest height from lidar data to quantify changes in forest structure near edges in tropical forests. Lidar provides data with sub-meter vertical and horizontal accuracy, greatly improving forest structure quantification compared to traditional field studies.

Material and methods

The study area is located in the municipality of Paragominas (3°S, 50°W), in the eastern Brazilian Amazon. Paragominas was a center for timber production in the Brazilian Amazon in the 1980s and 1990s and large areas were deforested for cattle pasture. Today, the landscape is characterized by a range of agricultural uses (ranching, soy, plantation forestry, and natural forest management), with remnant logged, burned, secondary, and unmanaged forests interspersed across the municipality. High density (average of 17.9 points/m²) lidar data was acquired over 30 transects (200 x 5000m), systematically distributed across a 34 by 180 km area inscribed within the borders of the municipality using an airborne scanning laser system (Optech Orion M-200) in August/September 2013 and June/July 2014.

In our study, forest edge was considered as the interface between a forest and a non-forested land. This definition of edge was applied on the lidar derived Canopy Height Model (CHM), a high resolution (1 meter) raster representation of the tree canopy height. We identified 57 forest/non-forest edges within the 30 transects. Based on the TerraClass land cover maps [4], we classified the forests as either old-growth, forests that were never cleared but may have been burned and/or logged and secondary, forests that regenerated after total clearance for pasture or agriculture. The interface land-uses included annual agriculture, pasture, pasture with regeneration and roads.

We defined a series of 10m wide buffers from each forest edge based on the CHM. The maximum distance from each edge was either half the fragment width or a maximum of 710m as only 26% of the fragments were...
wider than this width, generating up to 71 strips. A variable number of 5x5m samples (up to 18, depending on buffer geometry) were randomly allocated within each strip, and the 95th percentile of height within each sample was calculated using Fusion software [6] to represent canopy height. The 5x5m sample window size was chosen as a compromise to fit within the 10m strips and to smooth canopy variability.

In order to test the existence of an edge effect, the set of samples of canopy height in each buffer segment was compared with samples of canopy height in the forest interior. The forest interior was defined for each lidar transect using first an area of old-growth forest classified by TerraClass land cover maps [4], free of perturbation by fire [5] and/or logging. In case no area complied with these characteristics, we selected a zone of secondary forest according to TerraClass maps [4] without fires [5] or logging. We generated 1000 bootstrap realizations based on the samples in each edge width and the interior to test the difference of the means and conservatively considered samples statistically distinguishable only if they were separated with 99% confidence.

Results and discussion

Figure 1 illustrates the extent of edge effects for the 57 edges in the Paragominas study area. The length of each bar shows the maximum distance into the forest where an edge effect (height differences) could be statistically separated with 99% confidence from the interior forest.

Nearly half of the analyzed edges had statistically significant differences in height compared to interior forests throughout the entire forest sample length (confidence interval of 99%). Secondary forests were more likely than old-growth forests to be classified entirely as edge. Forests fragments with a maximum measured transect of less than 200m in old-growth forest and 100m in secondary forest were all classified as edge. The average length of forest analyzed was 355m ± 256m (mean ± standard deviation) and the average edge effect observed was 162m ± 170m (mean ± standard deviation).

Three edges, all occurring in areas classified as old-growth forest, presented no discernible edge effect, meaning that the forest edge did not show difference in height when compared to the interior. Edge effects have a major impact on large trees, which often die off within 300m of the forest edge [7]; we found that approximately 44% of the studied edges were significantly different up to a distance of 320m from the edge.

---

Figure 1: Edge effects observed in a degraded landscape. The white portion of the bar indicates the distance from the forest edge where edge effects were observed (statistically significant differences in forest heights, relative to the interior site at 99% confidence). On the top of the figure are the edges with primary forest/other land-use interface (25 edges) and on the bottom are the edges of secondary forest/other land use (32 edges).
Conclusion

Using tree height to measure edge effects we found that edge effects in a complex degraded forest landscape were highly variable. In general, secondary forests had a greater edge distance than old-growth forests but this difference was not statistically significant. Comparisons to previous studies that examined edge effects in controlled experimental settings [1] suggest that in real landscapes edges have greater variability. Under a mixture of land uses, edges are exposed to a broad range of degradation processes overlapping in space and time. Controlled experiments, while useful for process understanding, may not be suitable for extrapolation across broad areas. Vegetation height is well correlated with biomass; therefore, our results present an avenue for quantifying the importance of edge effects on Amazon region forest carbon stocks.
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\textbf{Highlights}: Nitrogen cycle dynamics, indicated by $\delta^{15}$N, are tied to stand level architecture rather than other foliar biochemical components. Fusion of spectroscopic data and LiDAR data may more robustly predict these values, providing monitoring capabilities to managers and policy makers.
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\section*{Introduction}
As global environmental change becomes a higher priority for research and policy, a better understanding of the nitrogen cycle is an important key to the focus on the carbon cycle \cite{1}. Increased change to an already dynamic system highlights forests as a key resource providing ecosystem services to the biosphere, atmosphere, and hydrosphere \cite{2}. Anthropogenic nitrogen inputs have doubled \cite{3}. These inputs will have an unknown, complicated effect on multiple ecosystems. Some systems may experience increased growth as nitrogen, a typically limiting nutrient for plant growth, increases in availability. This retention may serve as a buffer for at risk ecosystems that are downstream and may partially offset carbon emissions \cite{2}. Other systems may not retain input nitrogen, allowing through flow to at risk systems that are downstream \cite{2}.

Fusing remotely sensed data such as spectroscopic and LiDAR data provides a powerful assessment tool for ecosystem monitoring. The stable nitrogen isotopic ratio, $\delta^{15}$N, can provide information to forest managers about nitrogen cycle dynamics, with different $\delta^{15}$N signatures for systems that retain or loses nitrogen \cite{4}. The nitrogen cycle dynamic, rather than an instantaneous measure of nutrient content, is indicated by $\delta^{15}$N \cite{4}. Spectroscopy has been found to effectively predict $\delta^{15}$N in vegetation \cite{5}. Previous studies have concluded that the ability to predict foliar $\delta^{15}$N is tied to the ability to spectroscopically predict foliar nitrogen content, suggesting potential common wavelengths that might be significant in both relationships \cite{5}. Previous studies predicting $\delta^{15}$N have primarily been conducted either at the leaf level or for crops, which typically have less complex structure than do forests. When applying such relationships to the canopy level, especially for heterogeneous forests, structural components both internal to the leaves and of the canopy can affect these relationships \cite{6}. Here, structural data and spectroscopic data is combined to account for complexity inherent to the ecosystem of interest.

This study shows significant relationships between $\delta^{15}$N and stand level architecture, a suite of metrics describing trees crowns, setting, and surrounding characteristics, to be significantly related. Foliar $\delta^{15}$N and other leaf level biochemical components were largely unrelated, signifying the importance of providing spectroscopic relationships for $\delta^{15}$N independently from existing predictive spectroscopy for other leaf biochemical components.

\section*{Materials and Methods}
Foliar samples and forest inventory analysis was collected from the Blackwood Division of the Duke Forest in Chapel Hill, North Carolina. The forest is a mixed forest consisting of uneven-aged mixed hardwood and even aged planted loblolly stands in the Piedmont of North Carolina. Sampling was conducted within a week of a NASA G-LiHT data acquisition. G-LiHT data includes LiDAR, hyperspectral, and thermal data collection.

Foliar samples were collected from major, canopy contributing species. Sampled trees were both tall enough to contribute to the top of the canopy and were large enough in area to contain multiple, unmixed pixels. Samples were selected to include a gradient in age, soil type, and elevation. Foliar samples were processed to determine a suite of macronutrient contents, $\delta^{15}$N, and chlorophyll.

Hyperspectral imagery for the flight requirements of this acquisition has a ground sample distance of 2.1 meters. LiDAR metrics were produced at the same resolution for the study area. Spectral signatures and LiDAR metrics for each tree in the sample set were extracted and averaged from the center of the tree, for a 3x3 set of pixels, and for the tree crown.

\section*{Results and Discussion}
Previous work indicated that foliar $\delta^{15}$N and foliar nitrogen content were correlated \cite{5}. Across all species in this study area, the correlation between $\delta^{15}$N and nitrogen content has a Pearson Correlation Coefficient $r=0.147$. For loblolly pines, $r=0.838$, but for hardwoods, $r=0.090$. Inconsistencies in the patterns of nitrogen content and
δ¹⁵N correlation indicate that there are different underlying mechanisms and meanings for δ¹⁵N and nitrogen content. These differences indicate that there may be a different suite of wavelengths that reflect the physiological processes driving these values.

Foliar δ¹⁵N was correlated with several LiDAR derived stand level architectural metrics. Correlations exist with measures of point distribution such as kurtosis and skewness. Density of returns in the understory and canopy were significant. Understory height was also significant. Measures of the terrain were also significant, potentially as an indicator of nutrient movement through the ecosystem. Many LiDAR metrics are autocorrelated, meaning data reduction and component analysis is important in determining which metrics are most important in predictive modelling of δ¹⁵N.

Conclusions

Foliar nitrogen content and foliar δ¹⁵N are decoupled. The different underlying meaning and processes indicate that modelling of δ¹⁵N using spectroscopic data needs to be performed separately from existing spectroscopic nitrogen models. The significant wavelengths for these relationships may be different, as reflectance wavelengths are a function of underlying physiological properties of the foliage.

The significant relationships between foliar δ¹⁵N and stand level architectural metrics indicates that both internal leaf structure and canopy structure and environmental setting are significant. These relationships should be incorporated into predictive modelling of δ¹⁵N.

In order to accurately model δ¹⁵N levels at the canopy level, fusion of spectroscopic data and LiDAR data may be the best option for robust modelling. These predictive relationships will allow forest managers and policy makers to rapidly identify and monitor ecosystems that are effective and ineffective at nitrogen retention. Ecosystems that are effective at nitrogen retention can be promoted since they can serve as a buffer for systems that may be at risk of acidification from terrestrial nitrogen inputs. Systems that are ineffective at nitrogen retention can be managed to mitigate terrestrial nitrogen inputs.
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Highlights: A clear negative correlation was observed between MODIS shortwave albedo and lidar-based canopy cover estimates. Canopy cover explained the variation in albedo better than traditional forest attributes. Including mean height and species into the model improved the fit slightly.
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Introduction

Land surface albedo is one of the essential terrestrial climate variables listed by the Global Climate Observing System [1]. It is defined as the fraction of the incident shortwave radiation that is reflected by the Earth’s surface, and is directly related to the planetary radiative energy budget [1]. Cuttings, changes in species composition, and other forest management practices may influence the climate through changes in forest albedo [2]. However, although theoretically the albedo should depend quite strongly on the canopy structure [2], very weak relationships between standard forest inventory estimates and albedo have been reported in empirical studies [3].

Airborne lidar data is currently available for fairly large areas, and can provide a consistent description of the canopy structure. Thus, our objective was to examine if lidar-derived metrics of forest structure can explain the variations in satellite-based albedo estimates better than standard forest inventory data. We estimated canopy cover and mean canopy height directly from the lidar, and regressed these values against MODIS black-sky albedo values. For comparison, we tested also canopy cover and volume estimates produced by the Finnish national forest inventory (NFI).

Materials and methods

Our study site is located in the boreal forest of Seitseminen, Finland (61°54’N, 23°29’E). The dominant tree species are Norway spruce (Picea abies L. Karst.) and Scots pine (Pinus sylvestris L.). The lidar data was acquired on 2–11 May 2013 as a part for national digital terrain model creation. An area of 21 × 24 km was selected for the study. The pulse density was 0.7 m⁻² and the maximum scan angle was approximately 15°. Forest canopy cover was estimated as the fraction of pulses that produced echoes > 2 m above ground level. The mean height of the first echoes above this threshold was also calculated. A spatial resolution of 30 m was used with lidar data.

Additional NFI data (© Finnish Forest Research Institute, 2013) were available for the year 2011 and included the volume fractions by tree species and canopy cover. The variables were estimated using multsource k nearest neighbour imputation based on field plot measurements and satellite imagery [4]. The resolution of the NFI maps was 30 m, i.e. similar to the lidar data.

MODIS MCD43A albedo product is a composite of satellite observations from the nearest 16 days, obtained by fitting a bidirectional reflectance distribution function into multangular data and integrated over the observation angles to obtain estimates of black sky (directional-hemispherical) shortwave albedo which is the most appropriate for climate modelling [1]. Only the pixels with best quality retrievals were accepted. We used the MODIS albedo composite from 21 August 2013, which had the best overall quality for summer 2013.

Lidar and NFI-based forest attribute maps were converted into MODIS sinusoidal projection and averaged into 500 m resolution corresponding to the MODIS pixels. MODIS pixels containing water bodies were omitted, but other land use categories (including some agricultural fields and small settlements) were included because more than 90% of the land area was forest. Finally, 1230 valid MODIS pixels were available for the regression analysis, where lidar and NFI variables were applied to predict the observed albedo.

Results

The results showed a clear negative correlation between lidar-based canopy cover estimates and MODIS black-sky shortwave albedo (R² = 0.34, s.e. = 0.0056) (Figure 1). Canopy cover and height were highly correlated (R=0.71), but using the height instead of canopy cover resulted in weaker relationship (R² = 0.31) than using canopy cover. Adding both predictors into the model to approximate the forest biomass decreased the standard error only slightly (s.e. = 0.0054, R² = 0.38), i.e. canopy cover alone explained most of the variation in the observed albedo.
The NFI variables did not explain variation in albedo as well as the lidar variables. NFI canopy cover and volume estimates produced nearly similar model accuracies ($R^2 = 0.20$ and 0.19, s.e. = 0.0061 and 0.0062, respectively). However, supplementing the lidar variables with NFI species information improved the model precision. Our best multivariate model included lidar canopy cover, lidar mean height, and NFI pine volume fraction (s.e. = 0.0053, $R^2 = 0.40$).

Figure 1: The relationships between MODIS black sky shortwave albedo and lidar-derived canopy cover (a), lidar-derived height (b), NFI canopy cover (c) and NFI total volume (d).

Conclusion

Lidar-derived metrics of forest structure were capable of explaining the variation in black-sky albedo better than standard forest inventory estimates. Among the studied variables, canopy cover seemed to be the main driver of shortwave albedo, although the inclusion of height and species composition into the model improved the model slightly ($R^2$ increased from 0.34 to 0.40, standard error decreased from 0.0056 to 0.0053). The spectral properties of the forest understory may also have a significant influence on the albedo, but this effect could not be directly quantified with these data. As a conclusion, lidar based canopy structure variables were shown to be useful in characterizing relationships between forest structure and albedo.
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Highlights: With the use of airborne LiDAR both aboveground biomass and fire-driven peat surface subsidence in relation to fire frequency were quantified within a tropical peat swamp forest in Central Kalimantan, Indonesia. Based on these figures an integrated carbon emission estimation was derived, comprising aboveground and peat carbon emissions.
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Introduction

Tropical peatlands play a significant role in the context of global warming, since they not only comprise huge amounts of aboveground biomass (AGB), but are also one of the largest near-surface pools of terrestrial organic carbon [1]. Persistent anthropogenic impacts by logging and drainage diminish their ability to sequester carbon and, as a consequence, enhance the risk of vegetation and peat fires [2]. Since the 1997/98 El Niño-induced drought, where peatland fires in Indonesia alone released an equivalent of 13–40% of the mean annual global carbon emissions from fossil fuels, they have recurred on an almost annual basis [3].

The estimation of the amount of carbon released during wildfires on tropical peat swamp forests is a complex task, since a large number or parameters, both relating to the carbon content of aboveground vegetation and carbon released from peat fires, need to be quantified. Light Detection and Ranging (LiDAR) showed to be a promising technique in quantifying these emissions. While the use of LiDAR is being extensively investigated in regard to AGB estimations, the state of knowledge on carbon emissions from tropical peatland fires is poorly developed with only a few studies reporting the mass of peat consumed during these events [4].

This study is based on approximately 270,000 ha of an extensive LiDAR dataset, acquired in 2011 covering a peatland dominated landscape in Central Kalimantan, Indonesia. The study area underwent industrial logging operations as well as illegal small-scale logging and was affected by frequent severe wildfires, often as a result of the Mega Rice Project (MRP). Our main objectives were to i) quantify AGB for forests which have been disturbed by single or multiple wildfire episodes, ii) quantify fire-driven peat surface subsidence in relation to fire frequency and iii) produce an integrated carbon emission estimation within our study area.

Methods

Acquisition and processing of airborne LiDAR data

The airborne LiDAR dataset was acquired between August and October 2011 with an Optech Orion M200 at a height of 800 m aboveground and with an average point density of 2.8 points/m². Ground and off-ground points were classified by applying a hierarchic robust filtering to the LiDAR point cloud. A Digital Terrain Model (DTM) with 5 m spatial resolution was interpolated from the ground points by a Kriging algorithm. The vertical accuracy of the DTM was assessed based on 441 checkpoints, with the modelled surface being within a 95% confidence interval of the true surface.

Delineation of burned areas

Active fire data from the NOAA AVHRR and Terra/Aqua MODIS sensors were analysed for the determination of years with fire occurrence. For the years 1990, 1997, 2001, 2002, 2003, 2004 and 2006, an automatic object-based classification of Landsat-5 TM and Landsat-7 ETM+ was performed. Recently burned areas (2009 and 2011) were identified by visual interpretation of RapidEye images as well as the LiDAR DTM. Based on spatial intersection, the burned areas were classified according to the number of fires they were affected by.

Estimation of aboveground carbon emissions

Inventory plots with different plot sizes were established within the LiDAR dataset in 2010 and 2011. In forested areas, 38 circular nested plots (radii of 4 m, 14 m and 20 m) were recorded. Trees of a certain diameter
at breast height (DBH) were measured depending on degradation intensity. In regrowth areas, 17 rectangular plots of 20 x 50 m² were established to record all saplings and trees. A combination of allometric models from Hughes et al. [5] for saplings or trees with DBH < 5 cm and Chave et al. [6] for moist tropical forest stands including DBH and tree height (if DBH ≥ 5) was employed to estimate AGB based on the recorded parameters.

An AGB regression model was developed on the basis of a statistical metric from the LiDAR point cloud, i.e. the Centroid Height (CH) of 0.5 m height intervals. CH was calculated by weighting each bin with its relative number of LiDAR points and then related to field inventory AGB. The AGB regression model employed utilized a power function in the lower biomass range and a linear function in the higher biomass range, resulting in a coefficient of determination \( r^2 = 0.81 \) and RMSE = 48.3 t/ha. The predictive power of the regression was assessed by randomly leaving out 10% of the reference field inventory plots and running 1,000 iterations of the regression, which resulted in a mean RMSE of 47.4 t/ha. For each fire frequency class, as well as for the unburned area, mean AGB in t C per ha was determined based on the LiDAR AGB model. The carbon content was specified as 50% of the biomass.

Estimation of peat carbon emissions

Pre-fire elevation in burned areas was modelled by spatial interpolation from reference elevation values in surrounding unburned areas. On that account, we implemented Bézier approximation and applied it to the two test sites of 35,000 ha in total that were suitable for pre-fire peat surface reconstruction. The methodology incorporated a model refinement based on an uncertainty assessment.

Fire-related peat surface subsidence was quantified by defining it as a function of fire frequency. Mean elevation differences between the reconstructed peat surface and the DTM were calculated for each fire frequency class. Standard deviation and 95% confidence interval of the mean were determined for validation purposes.

By combining fire-related peat surface subsidence measurements with average values for bulk density (0.12 g cm\(^{-3}\) for the first fire and 0.115 g cm\(^{-3}\) for second and subsequent fires) and a carbon content of 55% peat in the study area, as well as a combustion efficiency of 1.0 [7], we estimated average emission factors for the first, second, third and successive fires.

Results

Carbon emissions for different fire frequencies were determined by addition of the estimates for forest and peat fires. Forested unburned areas featured a carbon content of 104 t C ha\(^{-1}\), while in areas affected by one, two, three and four or more fires it was reduced to 22 t C ha\(^{-1}\), 6 t C ha\(^{-1}\), 2 t C ha\(^{-1}\) and 1 t C ha\(^{-1}\). Depending on the time interval between two successive fires (and excluding other diminishing factors like e.g. further logging operations), the remaining carbon content is a combination of the trees remained standing after fire and regrowth in the form of ferns and sedges. Since the amount of trees remaining standing after fire is unknown in drained and degraded peat swamp forests, we assumed the carbon released by one fire event to be the difference between C before and after the fire took place (82 t C ha\(^{-1}\) from first, 16 t C ha\(^{-1}\) from second, 4 t C ha\(^{-1}\) from third and 1 t C ha\(^{-1}\) from successive fires). Emission factors for peat carbon loss from first through to four and more fires accounted for 113 t C ha\(^{-1}\), 63 t C ha\(^{-1}\), 38 t C ha\(^{-1}\) and 13 t C ha\(^{-1}\).

<table>
<thead>
<tr>
<th>Fire frequency</th>
<th>Area [ha]</th>
<th>Aboveground carbon emissions [t C]</th>
<th>Peat carbon emissions [t C]</th>
<th>Total carbon emissions [t C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35,913</td>
<td>2,944,866</td>
<td>4,058,169</td>
<td>7,003,035</td>
</tr>
<tr>
<td>2</td>
<td>36,206</td>
<td>579,296</td>
<td>2,280,978</td>
<td>2,860,274</td>
</tr>
<tr>
<td>3</td>
<td>39,823</td>
<td>159,292</td>
<td>1,513,274</td>
<td>1,672,566</td>
</tr>
<tr>
<td>4+</td>
<td>14,175</td>
<td>14,175</td>
<td>184,275</td>
<td>198,450</td>
</tr>
<tr>
<td>Total</td>
<td>126,117</td>
<td>3,697,629</td>
<td>8,036,696</td>
<td>11,734,325</td>
</tr>
</tbody>
</table>

Discussion and conclusion

Categorizing burned areas by fire frequency showed a clear trend. With increasing number of fire events, remaining biomass and associated aboveground carbon emissions are reduced. Standard deviations were relatively high compared to mean values, which indicate very high variability potentially resulting from fire intensity and time span since the last fire event.

The peat surface subsidence measurement which formed the basis for our peat carbon emission results are in the same order of magnitude as field measurements and consistent with previous airborne LiDAR measurements published by Ballhorn et al. [4]. However, the advancement of the approach presented here is that through applying a spatially explicit model, the complex dependence of fire related peat surface subsidence on fire frequency can be mathematically described and the wide variation in peat surface subsidence within burned areas is better captured.
The analysis of carbon emissions from wildfires in tropical peat swamp forests in our study area showed that there is an increasing share of emissions resulting from peat fires with increasing number of fire events. While carbon emissions from initial fires can nearly equally be attributed to peat fires (58%) and forest fires (42%), the share of peat carbon emissions increases to 80%, 90% and 93% for second, third and successive fire events. The distribution for first fires is influenced by the fact that the peat swamp forest in our study area has been affected by logging and drainage over the past decades, leading to decreased AGB compared to pristine peat swamp forests and hence reduced emissions from the remaining forest affected by fire. Furthermore, it has to be taken into account that it is unknown how many standing trees remain after the first fire and to what extent the forest recovers.

Airborne LiDAR proved to be an effective tool to quantify both aboveground biomass and fire-driven peat surface subsidence in relation to fire frequency. Based on these figures an integrated carbon emission estimation could be derived, comprising aboveground and peat carbon emissions.
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Highlights: A novel method using terrestrial lidar to calibrate airborne lidar processing is presented. Attention is paid to the ability to detect understorey vegetation. Two deconvolution methods are compared and Gold's method was found to be superior. A variable noise threshold is needed to deal with weak signals and multiple scattering effects.
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Introduction

Urban areas are covering increasing areas of the world's surface and now contain over 50% of the global population. Increasing attention is being paid to the importance of urban wildlife and the impacts on urban greenspace on human wellbeing and provision of ecosystem services. There are well known relationships between urban greenness, the magnitude of the urban heat island, noise pollution and human-wildlife interactions. There is increasing evidence suggesting that interacting with wild animals improves human wellbeing [1], and so there is a scientific driver towards understanding and quantifying greenspace connectivity for optimal town planning. Connectivity models predicting how animals move through a landscape can be used for this purpose, but currently there is little consensus on the best approach and little agreement about the types and scale of the input data needed [2].

A key determinant of connectivity is the three-dimensional distribution of vegetation structure and functional type. Airborne laser scanning (ALS) is the most appropriate tool for providing these data due to its ability to rapidly measure large areas accurately and non-destructively. This paper develops methods to measure the 3D structure of urban vegetation from ALS and discusses how they can be used to investigate urban habitat connectivity. Information on the full vertical canopy profile is important as different species inhabit different height bands. Terrestrial laser scanner (TLS) data were used as ground reference data to optimise the waveform signal processing method. Results were compared to the output of the ALS instrument manufacturer’s (Leica) discrete return algorithm (captured in parallel to the full-waveform data) as this is a commonly used data type. Particular attention was paid to the capabilities of discrete return and waveform ALS data for describing understorey vegetation.

In order to extract vegetation structure from full-waveform ALS the signal must be denoised, calibrated to a physical intensity, system pulse shape effects removed, attenuation corrected for and then the signal strength converted to vegetation density at each point in the scene. This paper will demonstrate that process and show the results in the context of urban ecological greenspace mapping.

Field site and data

An urban area, including patches of woodland, buildings, parks and gardens in Luton, UK, was surveyed by the NERC-ARSF aeroplane in September 2012. Measurements were made with a Leica ALS50-II full-waveform lidar, Eagle and Hawk imaging spectrometers (covering the visible, near infra-red and short-wave infra-red wavelength regions) and a standard fixed format survey grade digital camera. The Leica ALS50-II is a 1064 nm lidar which records two streams of data, one using Leica’s commercially confidential discrete return algorithm to output up to four points per laser shot and the other as full-waveforms sampled every 1 ns. The ground point density was between 0.25 m⁻² and 5 m⁻² depending on flight line overlap.

Eight ground plots were chosen to cover the full range of observed ALS waveform shapes. In August 2014 a Riegl VZ-400 TLS was used to collect between two and seven scans at each plot (depending on vegetation density) which were geolocated with the ALS data. An Ocean Optics USB2000 was used to collect ground, bark and leaf reflectance spectra within the plots.

Signal processing

A histogram of all ALS waveform bins was used to determine the background noise levels. This showed that noise was very stable (99% of values lay within 2 digital numbers of the mode), suggesting that it was due to a dark current rather than background illumination and could be removed by thresholding [3]. Previous work
shows that simply summing all waveform bins above noise gives the most accurate measure of target reflectance for this type of lidar [4]. Returns from Luton airport runway were used to determine the system pulse shape and Gold's method [5] or Richardson-Lucy deconvolution [6] used to deconvolve the waveform, and the results of the two methods were compared. Both are iterative re-blurring algorithms for deconvolving the effect of system pulse blurring in the presence of noise. Gold’s method is given by:

$$o^{(k+1)} = o^{(k)} \frac{i}{s \otimes o^{(k)}}$$

Where \(i\) is the original waveform, \(s\) the system pulse, \(o^{(k)}\) the \(k\)th estimate of the true signal and \(\otimes\) the convolution operator. This is iterated over for either a fixed number of iterations (set to a maximum of 2,000) or until the change between consecutive estimates drops below a threshold (in the examples examined the result always converged). Richardson-Lucy deconvolution is very similar but with an extra blurring by the system pulse:

$$o^{(k+1)} = o^{(k)} \left( s \otimes \frac{i}{s \otimes o^{(k)}} \right)$$

This should make it more robust to noise but will take longer to converge and may not reach as sharp a result. These algorithms require several parameters to be set, such as the deconvolution tolerance, smoothing widths and noise threshold. These were tuned against “true waveforms” produced from the TLS data, representing the signal that the ALS would see without the noise and system pulse effects, but still including attenuation.

To produce these “true waveforms”, the TLS data were voxelised [7] to the same size as the ALS waveform bins (15cm vertically and 30 cm horizontally) and a silhouette ray tracer [8], taking gap fraction within each voxel into account, was used to create the true waveforms. Non-linear optimisation was used to find the optimum signal processing parameters. The same TLS voxels (without ray tracing) were used as the ‘true’, reference vegetation profile in order to optimise the ALS attenuation correction and validate the results. Comparison between the raw ALS data (before any processing) and the TLS produced waveforms showed that the combination of using the beam divergence, hit intensity and gap fraction [8] accounted for attenuation, giving good estimates of the canopy up to the highest points within the plots. The accuracy at the canopy top reduced farther from the plot centre (notably falling off 15 m away), but the results within the central 10m were deemed accurate enough. Plots were split into separate optimisation and validation datasets.

Results

Gold's method was found to converge faster and give more accurate results than Richardson-Lucy deconvolution and so we use Gold's method here. It was not possible to set a fixed noise threshold that removed all subterranean noise and captured the understorey vegetation; either the threshold was too high to detect the weak signal from under dense canopies or else was so low that multiple scattering and electronic lag of the detector caused spurious subterranean hits. Therefore a variable noise threshold was needed, tuned to the background noise for each individual laser shot but also increasing through each waveform in order to avoid spurious returns from multiple scattering and electronic lag.

Figure 1: Comparison of TLS, ALS discrete and ALS waveform results with a high (left) and low (right) noise threshold.
Figure 1 shows that the discrete return algorithm gave no subterranean hits but did not give any returns from the understorey, suggesting that it used a high, conservative noise threshold. This would have been exacerbated by the discrete return dead time, of the order of 2 m. The discrete return algorithm will have been optimised for measuring the range to hard targets in order to produce accurate digital elevation models and so it is not surprising that it fails to characterise the complete vegetation canopy. In addition the discrete return data showed a bias in height of the order of an 80 cm underestimate.

Conclusions

It was found that Gold's method outperformed Richardson-Lucy deconvolution in terms of computational expense and RMSE of the retrieved vegetation profile relative to the TLS measurements. A fixed noise threshold was not suitable for all laser shots in a scene as it had to be set too high to measure weak returns from understorey in order to avoid multiple scattering and electronic lag effects. An adaptive noise threshold was required, changing between shots and along a waveform as multiple scattering becomes significant in dense canopies and may require more advanced denoising methods [10]. Further work using radiative transfer modelling will allow a thorough investigation and decoupling of these effects and work towards this using the librat ray tracer [9] is ongoing.
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Joris Ravaglia\textsuperscript{1,2}, Alexandra Bac\textsuperscript{1}, Richard A. Fournier\textsuperscript{2}

\textsuperscript{1}LSIS – Université d'Aix-Marseille - France
\textsuperscript{2}Centre d’Applications et de Recherches en Télédétection (CARTEL), Département de géomatique appliquée, Université de Sherbrooke, Sherbrooke (QC) CANADA

\textbf{Highlights:} We introduce an innovative methodology for reconstructing tree stems from terrestrial LiDAR data. The method uses a multi-scale combination of an original Hough transform and active contours. Tests were conducted on both simulated data and real LiDAR data. Even though no formal evaluation was completed yet, the procedure seems promising.

\textbf{Key words:} terrestrial LiDAR, stem reconstruction, Hough transform, open active contours

\textbf{Introduction}

Tree structural attributes are crucial to forest inventories measurements. Indeed, structural attributes such as diameter at breast height (DBH) or stem taper are used in a wide range of applications. For example, they are employed in forest monitoring, plant growth models and allometric models [1]. However, the measurement of some of these attributes is often limited in the context of non-destructive field work, and their precision can also be limited by measurement tools and operational constraints. Thus, terrestrial laser scanners (TLS) have been introduced as a measuring tool to expand the number and the quality of the structural attributes available in forest inventories. TLS instruments provide a precise 3D point cloud characterizing the surrounding environment of a forest plot from which tree attributes can be estimated in an non-destructive and objective way.

Assuming that tree stem cross-sections are circular, DBH and stem taper can be estimated using pattern recognition algorithms applied to point clouds. Point cloud processing methods such as circle fitting, cylinder fitting or cone fitting are indeed well-suited for reconstructing tree stem [2]. Hough transform is another way of retrieving DBH from point clouds [3]. Traditional Hough transform has shown a stem detection rate above 90\% and an average DBH estimation error of 1.7 cm when applied to natural forest environment [3]. The analysis of the Hough space obtained by Hough transform can be a hard task, hence, despite these positive results, shape fitting has become the main method to reconstruct tree stems. However, Hough transform, as a pattern recognition tool, has demonstrated to be adapted for application in complex forest environment.

In this study we aim at developing a novel methodology for tree stem reconstruction in order to estimate DBH and stem taper. This methodology is intended to be able to overcome some limitations of point cloud analysis: occlusion, non-homogeneous sampling density and noise. To do so, we take advantage of the Hough transform qualities and propose an innovative use of this pattern recognition tool.

\textbf{Material and methods}

We reconstruct tree stems as an ordered series of circles in the 3D space with continuous centre locations, orientations and radii, which we refer to as tuboid. We introduce a multi-resolution approach for extracting such series of circles from the TLS point cloud data. At each resolution, in a first step, a Hough space describing potential circles in the data is created. In a second step we employ growing open active contours to extract tuboids from this space.

We use a variant of the classical Hough transform adapted to circle detection based on normal direction at each point of the data to obtain a discrete 4D Hough space (HS). A cell \((x,y,z,r)\) of this space describes the number of data points belonging to the circle \(c(x,y,z,r)\). The Hough space is computed according to the following property: the normal direction at a point on a circle passes through the centre of this circle. This property allows creating the corresponding Hough space using fast ray tracing algorithms.

A tuboid in this HS is represented as a curve. Since the elements of the HS represent the number of points belonging to a circle, the elements of highest value tends to be an accurate reconstruction of the data. Thus, we intend to extract curves passing through high value elements. To do so, we use open active contours. We define a curve energy which is minimum when the curve passes through these high value elements with a low curvature in order to reduce noise effect and obtain a smooth taper. Classical active contours need an initialisation of their position. Such a general initialisation along a stem can be a delicate issue. Instead, we initialise small curves at the local maximum of the HS and let the active contours grow along the elements of high value by adding a growing term to the curves.
The precision of results is related to the Hough space resolution. However, the computation of high resolution Hough spaces for 20 m × 20 m forest plots is time consuming and needs a lot of computer resources. This is why we propose a multi-resolution scheme. Starting from a coarse Hough space, coarse tuboids are extracted. Then, a precise sub-Hough space is computed with finer resolution.

Results

Up to now, the methodology was tested on both simulated and real datasets. The first test dataset is a simulated point cloud containing a set of 48 cylinders with a constant radius (50 cm) with various orientations and increasing noise (from 0% to 10% of the radius). The second dataset is a single-scan acquired point cloud in a real forest environment using the Faro Focus 3D TLS (Fig. 1). Normal directions have been estimated by local plane fitting for both dataset. The 48 cylinders of the first data set were successfully reconstructed with an average error of 1.07 cm. This illustrates the robustness of the HT to noise (Fig. 1). In the second data set from real data, tree stem from the ground to the centre of the crown.

Discussion

The method we introduce is based on a combination of two powerful pattern recognition tools. Our variant of the classic HT needs an estimation of the normal at each points of the cloud. Thus, the results are highly dependent on the quality of the normal estimation procedure. However, this HT has a low algorithmic complexity due to the availability of the normal information: the number of necessary operations is linearly related with \( n \), the number of points in the cloud. Moreover, HS elements contain only local information, and HS analysis with active contours is based on the detection of local high values, making the entire methodology able to deal with non-homogeneous sampling density.

The use of growing open active contours ensures a continuity of location, orientation and radii inside each tuboid following what is observed for tree stem and branches. These growing active contours also avoid the issue of initialisation and the need of \( a \) priori information about the location of tree stems. Finally, through the minimization of the internal energy of curves and the addition of a growing term to the active contours, missing information in occluded areas may be coherently estimated according to the surrounding non-occluded zones.

Conclusion

We proposed a novel methodology to reconstruct tree stems from LiDAR data collected in forest plots. This methodology aims at overcoming problems related to the use of TLS in forest environment such as occlusion, non-homogeneous sampling densities and noise. By combining active contours with the Hough transform, we take advantage of their respective qualities in an innovative novel way. This treatment differs from the iterative shape fitting procedures since stem reconstruction is embedded in a single object recognition: a tuboid.
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Application of terrestrial LiDAR and modelling of tree branching structure for plant-scaling models in tropical forest trees
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Highlights: Terrestrial laser scanning, with automated data processing techniques, provides a powerful alternative for estimating tree characteristics. Nevertheless, TLS also offers an unexplored potential where tree architecture plays a major role: forest ecology.

Key words: terrestrial laser scanning, plant scaling modelling, quantitative structure model.

Introduction

The whole-organism metabolic rate expresses the rate at which energy and materials are taken up from the environment, transformed in biochemical reactions and allocated for maintenance, growth and reproduction [1]. To relate metabolic rate to size, the theoretical model of West, Brown and Enquist (WBE) proposed the fractal geometry of transport systems as the origin of the allometric scaling laws observed in nature at both, internal (vascular) and external (branching) networks [2].

In the context of the WBE model for plants, a tree’s external architecture is defined by branching, furcation numbers, branch diameters and branch lengths. The tree’s external branching network is assumed to be symmetrical, self-similar and hierarchical; and values for WBE scaling exponents should not vary throughout branch level and the whole-tree. Therefore, a small piece of the tree is representative of the whole tree and we would be able to use a subset only to estimate whole-tree scaling exponents and predict the whole-tree metabolic rate [2].

Despite its importance, few studies have assessed the external branching patterns from individual trees at branch-level, whole tree-level and analysed data in context of plant-scaling models. Within this scope, TLS has the ability to capture the complex 3D structure of trees, and 3D tree reconstruction models based on TLS point clouds, which allow us to model the shape of the trunk and main branches. [3], [4]. The aim of this study is to assess the feasibility of 3D structure models from TLS pointcloud data to estimate plant scaling parameters from tropical trees.

Materials and Methods

Data were acquired using a RIEGL VZ-400 V-Line 3D Terrestrial laser scanner [RIEGL Laser Measurement Systems GmbH, Horn, Austria, www.riegl.com], mounted on a survey tripod 1.5 m above ground. The instrument is a full waveform LiDAR, operating at 1500 nm with an angular resolution between 0.0024 and 0.5 degrees, and a laser beam divergence of 0.35 mrad. Since the TLS only collects 100 degrees of vertical angle per scan, a full-hemispherical scan was acquired by scanning two times on the same position; one in an upright position (perpendicular to the ground) and one in a tilted position (parallel to the ground).

The dataset was acquired during November 2013. The plot is located in latitude -12.83 degrees and longitude -69.27 degrees with an elevation of 223 masl and is located inside the Tambopata National Reserve, in Madre de Dios region, Peru. The plot is currently managed by the Global Ecosystem Monitoring network (GEM) from the University of Oxford, under the Andes to Amazon Transect Project.

The plot comprises an area of 100 by 100 meters with a regular square sample grid of 20 by 20 meters. Each intersection of the grid was used as a scan position. A total of 72 scan positions (2 scans per intersection, one upright and one tilted) were collected per plot. Individual scans were merged using the RIEGL proprietary software RiScan Pro and manual extraction was done to select individual trees in the plot. For this study 3 trees were manually extracted from the pointcloud data as seen in Figure 1. Finally, the pointcloud of each tree was exported to ASCII format.
For each tree a quantitative structure model (QSM) [3] was reconstructed using different settings from the tree pointcloud. Visual evaluation of the modelled tree compared to the original pointcloud gave us an insight of the optimal settings in order to determine an accurate evaluation. Then, specific branch parameters, such as branch hierarchy, branch length and radius (lower and upper) were calculated from the QSM. Finally, these parameters were used in the WBE plant-scaling model. This model calculated the following exponents: length ratio scaling, radii ratio scaling and estimated metabolic rate scaling.

Results and Discussion

The theoretical exponent expected from WBE for branch length scaling is 0.3 and for branch radii scaling is 0.5. Across all trees, the calculated branch-level length scaling exponent varied from 0.30 to 0.38 and the calculated branch-level radii scaling exponent ranged from 0.44 to 0.51 (Table 1). The calculated (estimated) metabolic rate scaling exponent was 0.70, 0.78 and 0.81 for tree 01, 02 and 03 respectively (expected to be 0.75 from the WBE model).

Estimations of tree scaling metabolism derived from architecture via TLS scans showed consistent and comparable values to the model predictions for all scaling exponents. Since the scanned trees were different species, these results provide evidence to support the WBE assumption of similarities in branching structure and common set of branching rules across trees. It is possible that these deviations from the WBE predictions were not observed here due to the maturity of the sampled trees. It has been shown that the WBE model predictions apply more closely to trees that are larger and closer to the limits of an infinitely sized network [1].

Bentley et al [2] showed that the scaling of branch radii was less variable than the scaling of branch length. These results support the WBE assumption that energy minimization for water transport leads to minimization of hydrodynamic resistance. This assumption implies that changes in radius lead to bigger changes and more use of energy than changes in length; thus trees would be more able to respond to their environment through changes in branch length compared to branch width. Nevertheless, in the current study we could not find a strong evidence of this variability; length and radii were equally variable. While it might be possible that Bentley’s results were driven by the inclusion of a large number of temperate trees, it is more likely that increased variability in length scaling was not observed in our study because the trees studied were large canopy trees. Therefore, these mature, emergent trees did not have high light competition and as such their branching structure could potentially be in close equilibrium with the demands from the surrounding environment. In the future, it would be useful to analyse more trees and their surrounding light environment demands to further explore this variability.

Lastly, these above findings are extremely relevant to field of ecology for the scaling of whole tree carbon and water use. Currently, the only way to extract these branch-level parameters from trees is to painstakingly
measure each branch part by hand. This procedure can take hours and only extracts parameters from part of the tree. Here, by coupling T-LiDAR with pointcloud processing codes we are able to extract branch-level parameters from a much larger percentage of the whole tree (and even in some cases from the whole tree). Thus, this fast and relatively easy way to calculate branch-level scaling exponents has the potential to revolutionize the ability to calculate the scaling of whole tree carbon and water use. That the branching laws follow a theoretically predictable function based on metabolic considerations provides a theory-based validation for this approach. Not only will researchers be able to calculate exponents for trees of much greater sizes than possible by hand, it will be possible to process a greater number of trees in much less time.

Conclusion

Tree scaling metabolism derived from TLS evidenced that (1) length ratio exponent, radii ratio exponent and architecture estimated metabolic rate converge between the tropical trees analysed, (2) there is no strong evidence to support that tropical tress are able to respond to environment through changes in branch length more so than branch width, and (3) length ratio exponent, radii ratio exponent and estimated metabolic rate from the analysed samples are comparable with the predicted values.
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Highlights: A simplified method to compute the volume and biomass of large mangrove trees from TLS data is described. Pixel grids on 2D flattened images of segmented thin sections of trunk yielded biomass via volume estimates while the branches were considered as successive best fitted conical frustums. We proposed new Allometric models using TLS-derived biomass.

Key words: Terrestrial laser scanning; Stem volume; Biomass allometry; Mangrove; French Guiana

Introduction

Large trees are keystone components of forests. They contribute significantly to the characteristic structural dynamics and ecosystem functioning. Their presence strongly contributes to ecosystem biomass productivity and may explain variation in biomass distribution across forest landscapes [1]. Accurately determining the biomass of large trees is crucial for reliable forest biomass analysis. Large tree biomass data are however scarce in most tropical forests, and this is also the case in tall mangroves growing in the equatorial region. Even when tree species diversity in mangroves is low compared to the rainforests, mangrove trees of the same species may exhibit distinct growth forms, reflecting adaptation to local coastal environments. This fact may introduce bias when pan-tropical allometric models [2] are considered. Though some allometric models for estimating mangrove tree biomass are available (e.g. [3]), they are deficient in respect of large trees in their calibration. How reliable are these models beyond the DBH range of their calibration cannot be ascertained. Meanwhile, collecting biomass data of large mangrove trees is often a challenging task, considering the tree structure, heavy branches and interlocking canopies. Besides, cutting and weighing of large trees and their components in the field remains an expensive, dangerous and labour intensive task. That necessitates the quest for an alternative approach, and an impetus to consider the prospect of terrestrial laser scanning (TLS) technology.

The TLS recently found relevance in the non-destructive estimation of tree volume and biomass [4–5]. Various approaches have been tested for estimating tree volume and biomass, from geometric shape primitive fittings to voxelization [6]. To our knowledge, the application of TLS in the study of intricately structured mangrove species remains largely unexplored. Here, we addressed a twofold objective: 1) evaluating the performance of a pixel-based analysis of TLS data for accurate estimation of aboveground biomass of large trees, and 2) utilizing the TLS-derived biomass data for extending the validity range of allometric models for *Avicennia germinans* to large trees. To achieve this, we propose a simplified method particularly adapted to mangrove trees with buttresses (irregularities in stem shape) – a common feature of large-diameter mangrove trees. This entails trunk segmentation and pixel-count of thin sections to estimate the trunk volume. We then converted the volume estimates into biomass by integrating a height-dependent wood density model.

Methods

Sample data were obtained from 36 trees of *A. germinans* in French Guiana mangroves. The diameter size of the sample trees ranged from 13.4 cm to 124.5 cm. The TLS data acquisition was performed using a FARO Focus3D X330 laser scanner in a multiple-scanning mode for single or group of 2-5 trees. Post-scan processing of TLS points cloud data, including co-registration of scans, tree isolation and filtering of noises and cleaning background vegetation was achieved with the FARO’s SCENE® 5.2 software. We manually separated TLS data into woody trunk and branches while the leaf component was filtered, and the data was exported in the 3D format (Fig. 1A) for further analysis using MATLAB® programming software. We developed a simple trunk volume computation routine that decomposes the 3D trunk shape into successive 10 cm thick sections (TS) which were converted to the 2D flattened images of plan projection (Fig. 1B&C). Omissions and occlusions during TLS acquisitions sometimes resulted in open shapes, which were automatically closed using a simple convex envelope. Then, the area covered by the boundary of the section was divided into a grid of 1cm square pixels. The number of pixels inside the TS projection image was summed up to obtain the surface area of the section, and the section volume was obtained as a product of its surface area and thickness. The height of each section from the ground
level (SH) was recorded and the trunk volume (VTR) was obtained as a total of all constituent sections. We compared the VTR with the geometric volume of successive best fitted conical frustums (Fig. 1D). We obtained branch volume (VBR) as the volume of best fitted conical frustums along the axis plane. Wood density ($\rho$) at different heights was retrieved, thanks to wood cores sampled at heights varying from 0.3 to 25 m. The biomass estimates of each trunk and branch components were obtained as the sum of the products of each section volume and corresponding $\rho$, which interpolates the decreasing values along stem axis. We evaluated the TLS-derived biomass by comparing estimates with the reference biomass obtained from the model proposed in [3] and mentioned as the reference model hereafter for sample trees of DBH<42cm. Combining the TLS-derived data with the existing biomass data, we fitted new allometric models of different forms and combination of explanatory variables ($\rho$, DBH, and height – $H$) for *A. germinans* trees and the goodness of fit tests performed appropriately.

**Results and Discussion**

Our approach for wood volume computation yielded a comparable trunk volume estimate to the geometric volume of successive best fitted conical frustums of trees without buttresses. The higher values of trunk volume obtained with our method for some buttressed or irregular shaped large trees reflected its better performance in that respect. Overall, the root mean square error of trunk volume estimate between the two methods reached 6.7% (Fig. 1D. Integrating a decreasing $\rho$ value (height-dependent) into the wood volume yielded a higher accuracy in the estimation of woody biomass of trees. This resulted in a mean deviation of 18.2 kg for biomass of trees within the diameter range of the reference model, against the mean deviation of 47.8 kg returned by the mean $\rho$ value. Overall, we obtained biomass values that correlated to the reference value to 0.99 (RMSE= 13.6%), a comparable accuracy to earlier studies [4-6]. This was convincing to adopt the TLS-derived biomass estimates of large diameter trees. Table 1 provides the summary of the reference model and the new biomass allometric models. All the new models resulted in higher predictive values in comparison to the reference model, but gave a less residual standard error for the biomass estimates of large trees. Though the predicted biomass values are not significantly different for all models, the M1 was adjudged the best model based on the evaluation parameters (Fig. 1E).
Table 1: Summary of allometric models and the associated parameters

<table>
<thead>
<tr>
<th>Model ID</th>
<th>Model Form</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>RSE (log-scale)</th>
<th>( R^2 )</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference Model</td>
<td>( \text{AGB} = \alpha \cdot \text{DBH}^\beta )</td>
<td>0.14</td>
<td>2.44</td>
<td>0.29</td>
<td>0.97</td>
<td>12.3</td>
</tr>
<tr>
<td>M1</td>
<td>( \text{AGB} = \alpha \cdot \text{DBH}^\beta )</td>
<td>0.16</td>
<td>2.42</td>
<td>0.23</td>
<td>0.99</td>
<td>-3.86</td>
</tr>
<tr>
<td>M2</td>
<td>( \text{AGB} = \alpha \cdot \rho \cdot \text{DBH}^\beta )</td>
<td>0.23</td>
<td>2.41</td>
<td>0.23</td>
<td>0.99</td>
<td>-3.82</td>
</tr>
<tr>
<td>M3</td>
<td>( \text{AGB} = \alpha \cdot (\text{DBH}^2 \cdot \text{H})^\beta )</td>
<td>0.072</td>
<td>0.91</td>
<td>0.24</td>
<td>0.99</td>
<td>2.76</td>
</tr>
<tr>
<td>M4</td>
<td>( \text{AGB} = \alpha \cdot (\rho \cdot \text{DBH}^2 \cdot \text{H})^\beta )</td>
<td>0.099</td>
<td>0.91</td>
<td>0.24</td>
<td>0.99</td>
<td>2.57</td>
</tr>
</tbody>
</table>

*\( \text{AGB} \) = Aboveground biomass; \( H \) = height; \( \rho \) = Wood density; \( \alpha \) and \( \beta \) = coefficients; RSE = Residual standard error of estimates; AIC = Akaike Information Criterion, a measure of model’s relative quality (the best model takes the lowest AIC); M1-M4= New Models

Concluding remarks

Our experiment confirmed the use of the TLS a suitable approach for measuring the biomass of large mangroves, though some challenges surfaced when applying the TLS to mangrove trees. Generally, buttresses and stem appendages (e.g. aerial roots) are commonly encountered in trees. Our approach, based on a plan projection of thin trunk sections (10 cm high) found relevance in providing accurate volume estimation for such trees over the estimates from the regular circle fittings or DBH measurements. The method yielded satisfactory biomass estimates that allow for extending the allometric models for *A. germinans* to large diameter trees and may hence improve biomass prediction for large trees. The current protocol performed well for near straight trunks and would require orthogonal axis rotation to ensure slicing in orthogonal directions. A seeming caveat is that over-estimation may ensue the TLS-derived biomass estimates should there exist a hollow in large old trees. In the objective of parameterizing mechanistic modelling approach [7] able to simulate changes in mangrove trees allometry, the prerequisite of achieving a full automatic procedure of volume and biomass estimation in natural, scrubby to tall mangrove forests, further refinement of the current TLS data collection and treatment procedure is required. This could be supported by works in tree architecture which are currently almost inexistent in mangroves.
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Highly portable lidar mitigates occlusion in tropical forests through high density sampling schemes and novel deployment methods
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Highlights: Highly portable lidar can be deployed at varying heights to capture tropical forest sub-canopy and canopy information while mitigating occlusion. Hybridized reconstruction and voxelization approaches may offer improved biomass estimates from lidar acquisitions.
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Introduction

Remote sensing captures important ecosystem characteristics at large spatial scales and meaningful temporal and spatial resolutions. Tropical forests are particularly challenging for airborne and spaceborne remote sensing resources due to overall height, the density and vertical stratification of vegetation, the variable moisture content and frequent cloud cover. Terrestrial lidar has proved a useful validation tool for airborne and spaceborne observations of temperate forests, as well as an increasingly effective independent characterization and measurement tool. However there are limiting logistic challenges to deploying lidar in tropical forests, including the difficulty in accessing and traversing these environments and other conditions which are hazardous to equipment such as frequent rainfall, heat and humidity. Even when deployment can be achieved, the dense understory of tropical forests introduces a large amount of occlusion, limiting the range of lidar pulses and therefore the overall spatial coverage of the lidar scans. In addition, occlusion limits information which can be found above the sub-canopy, including tree heights and crown structures.

Recently developed highly portable lidar can overcome many of the logistic challenges to deployment of terrestrial lidar in tropical forests, and additionally can facilitate mitigation of occlusion both horizontally and vertically.

Methods

The Compact Biomass Lidar (CBL) is a highly portable, rapid-scanning, eye-safe, time-of-flight, 905nm discrete lidar based on the SICK LMS151 and built by the University of Massachusetts Boston in collaboration with Rochester Institute of Technology. The CBL samples at an azimuth and vertical angular resolution of 0.25° and has a maximum range of 40m. In 2014 and 2015 the CBL scanner was deployed in La Selva National Park to acquire scans of long-term Carbono vegetation monitoring plots. In 2015, scans were taken on a 5m resolution grid of the 50m x 100m Carbono A2 and A5 sites (231 scans per site at a height of 1.5m). In addition, scans were taken at 3m, 6m, 9m and 11m height on a 10m x 10m resolution grid for a 20m x 20m sub-plot within the A5 Carbono plot. These variable-height scans were facilitated by mounting the CBL on a portable telescopic radio-mast tripod. Finally, a series of 1.5m scans were taken ad hoc to provide full angular coverage of trees with buttressed root structures within the 20m x 20m variable height sub-plot. The scanner was aligned to magnetic North and levelled prior to each scan to aid the co-location process.

Scans were co-located (relatively positioned in a Cartesian co-ordinate system) by a two-step process. The first step was an unsupervised X,Y and Z positional transformation based on the relative position of the scans according to the three-dimensional sampling scheme. The second step was a supervised, iterative process between sequentially paired scans, starting with the plot center scan as a reference. Calibration targets and GPS are not practical in dense, high-occlusion tropical environments, so co-location remains a challenge. Inertial Movement
Units (IMU) combined with traditional surveying techniques may offer the best avenue for automatic co-location of scans, though the semi-supervised approach employed here was still acceptably efficient.

Quantitative Structure Modelling (QSM) [1] was applied to the individually extracted trees for woody biomass estimation. An automated approach to stem detection previously designed for use in temperate forests was tested for its efficacy when initialized with scans of different heights.

Buttress volume was estimated by mesh formation from Poisson resampled point cloud segments which were extracted by analysis of trunk diameter stabilization and manual filtering of unrelated ground points between roots.

The resulting mesh was reductively facetized to form a closed polygon, the volume of which was then measured.

Information gain with horizontal and vertical view angle was assessed in terms of contributions to tree structure at varying heights; unique view angle analysis; and occlusion mitigation assessed with a combined pulse-tracing and voxelization method. Stabilization of the QSM output with combinations of source scans contributing to the extracted point cloud was also utilized as a metric of information quality.

Thus a hybridized approach to biomass estimation was investigated, utilizing QSM for trees of Diameter at Breast Height (DBH) greater than 10 cm; voxelization for a volumetric estimation of vegetation associated with stems under 10 cm DBH; and volumized polygons for buttress roots.

La Selva offers a unique tropical forest data set with extensive high quality field measurements of the vegetation in the Carbono plots to serve as validation data. The large amount of lidar data collected at La Selva has also provided the opportunity to explore the information gain from varying horizontal scan densities (10 m x 10 m, 15 m x 15 m, 20 m x 20 m and randomly resampled grid) as well as three dimensional tree reconstructions utilizing view angle contributions across the horizontal and vertical ranges and tree biomass estimation from QSM with different combinations of vertically distributed scans. The multi height deployment also allows a detailed analysis of the sub-canopy occlusion via the contributions to structure from scans above and below (see Figure 1). Finally the availability of detailed scans of buttressed trees facilitates an analysis of buttress volume estimation with respect to view angles, information density and atypical internal structure.

Results

We will present preliminary findings from ongoing view angle analysis, tree reconstruction by QSM, biomass estimation and atypical tree morphology reconstruction efforts.

Discussion

Highly portable and rapid scanning lidar instruments such as the CBL can augment highly capable, but less portable terrestrial lidars in easily accessible environments, and are serving a role in provide robust independent observations in less accessible environments such as tropical forests. The portability offers a positional flexibility that can mitigate occlusion both in terms of offering higher density of scans in the horizontal plane, and alternative view angles within and above the sub-canopy in the vertical plane.

Occlusion analysis is an important measure to quantify the benefits of highly portable lidar and evaluate the information quality of the data. These assessment techniques are rapidly improving in terms of their resolution and computational efficiency. Eventually, occlusion analysis should allow us to analyze information quality on the fly, and form appropriate scanning schemes responsively in the field. Not only would this truly optimize the benefits of portable lidar, but would guarantee the information quality of the deployment. This relies upon appropriate definitions of information quality, which can be determined by sensitivity analyses on results obtained from information-saturated experiments such as these at La Selva.
Figure 1: (Anti-clockwise from top-left) Poisson-resampled point cloud extracted from CBL scans of buttress roots of saber tree; surface fitted to k-neighbor mesh of buttress roots; saber tree extracted from 5 CBL scans at varying heights, color of points denotes contribution of individual scans to point cloud
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Highlights: Very high point density UAS-based laser scanner point clouds of an alluvial forest acquired with the RIEGL VUX-SYS were analyzed w.r.t. forestry applications. With point densities >1500 points/m² and accuracies <2 cm the study shows that individual stems and branches, understory, lying deadwood, and the terrain are clearly represented in the 3D point clouds.
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Introduction

While UAS-based remote sensing using imaging sensors is already widespread, the integration of LiDAR sensors on remotely piloted aerial systems (RPAS) still remains challenging [1]. But the development of compact scanners has opened the possibility to operate laser sensors on UASs for civil applications including forestry [2]. Especially the introduction of UAS-based survey-grade full waveform scanners [3] allows mapping of forested environments in unprecedented detail.

Until now high point density laser scanning data, suitable for modeling individual trees on a stem-branch level, could only be derived from terrestrial laser scans (TLS). For example in [4] TLS data were acquired for two forest stands in extensive field work campaigns. The TLS data were used to model individual trees including the stems and branches. It was shown that the main limiting factor for modeling of entire trees was the reduced visibility of the upper tree parts and the high amount of field work for large area scanning campaigns, especially in topographic complex terrain and dense natural forests. The missing information in the upper canopy could not be complemented by airborne laser scanning data (ALS) with a similar level of detail due to the system configurations (i.e. footprint size and planimetric accuracy ~30 cm, point density ~10 points/m²).

The recent generation of UAS-based laser scanners (ULS) [4] opens new possibilities to model individual trees but also the understory and the terrain in cm-accuracy. Due to the very low altitude, the small footprint size, the large scanner field-of-view (FOV), and the very high effective scan rate the description of environmental scenes can be achieved with very high level of detail and completeness. Especially for forestry applications this data can be used to derive 3D models for individual trees, to describe the understory, and to derive high precision terrain models.

The objectives of this contribution are to demonstrate first examples of high precision UAS-based LiDAR data for vegetation studies and for terrain characterization. In addition to georeferencing issues, the achievable level of detail of the derived data will be shown and discussed.

Material and methods

The study site Neubacher Au (Figure 1b) is a Natura2000 conservation area located at the lower course of the Pielach River (Lower Austria) near the confluence with the Danube River. Within the last two years the area has been monitored with a topo-bathymetric LiDAR system. Due to the complex topography and vegetation structure in the alluvial area the derivation of a high quality Digital Terrain Model (DTM) posed problems using the medium footprint size bathymetric system and advocated for applying UAS-based laser scanning.

On February 26 and 27 the alluvial forest area was captured with the VUX-SYS compact laser scanner mounted on a RiCopter UAS platform under leaf-off conditions. The sensor is equipped with a Global Navigation Satellite System (GNSS) and an Inertial Measurement Unit (IMU) for capturing the flight trajectory. The scanner features an effective measurement rate of 350 kHz with a total FOV of 230°. In addition, two RGB cameras (Sony Alpha 6000) were mounted on the UAS on the first flight day (western part of the study area). Including batteries and all sensor components the payload weighed 15 kg and the take-off mass was just below the maximum of 25 kg, enabling a flying time of 30 minutes.

Data capturing was carried out based on a state of the art ALS flight planning with longitudinal and cross strips. The regular strip distance was 40 m and the flying altitude 50 m above ground. Depending on the sensor-to-target range this resulted in a laser footprint diameter of 1.0-2.5 cm enabling detection of small vegetation
objects. The UAS was autonomously flying the programmed path (based on waypoints) with a speed of 8 m/s. The mission parameters and the large scanner FOV resulted in a mean laser pulse density of 1500 points/m² and in multiple strip overlaps. Thus, the vegetation was captured from all sides.

The high strip overlap was additionally used for a thorough calibration of the entire sensor system using the software RiProcess. The georeferencing quality of the 31 strips was further improved in post processing by a rigorous strip adjustment. This was done by simultaneously minimizing the point-to-plane distances of approximately 200000 correspondences. Within the strip adjustment, the acquisition system was fully recalibrated. This includes the estimation of scanner calibration parameters (e.g. range finder scale error), mounting calibration parameters (i.e. misalignment and lever-arm), and strip-dependent trajectory errors (i.e. GNSS and IMU errors). The adjustment led to a substantial quality improvement of the acquired point clouds with a final relative accuracy of 1.7 cm (defined as 1 sigma of the a posteriori DEM height differences within smooth areas).

Results and Discussion

Figure 1a shows the VUX-SYS consisting of a RIEGL VUX-1 airborne laser scanner including a tightly coupled GNSS/IMU unit, a control unit, and a camera for video downstream. Additionally, a digital RGB camera was mounted on the RiCopter. A perspective view of the dense 3D point cloud colored by reflectance is illustrated in Figure 1c demonstrating the completeness of the 3D data capturing of the forest scene. The seamless data capturing around the trunks and branches of the trees is further highlighted by the horizontal section of the point cloud in Figure 1d. In this figure individual colors are used for the points of each flight strip and, therefore, also demonstrate the remarkable georeferencing quality. Finally, Figure 1e shows a vertical section of the alluvial forest near the terrain. It can be seen that both the terrain and the vegetation is represented with high spatial density in the point cloud. Especially deadwood and accumulated woody debris can be modeled in high detail based on the captured data.

The availability of high density and high precision 3D data for wooded areas opens new possibilities for forestry applications like single tree modeling and terrain characterization under dense forest canopy. As shown in Figure 1c tree stems and branches are represented well in the 3D point cloud and, therefore, geometric tree models can be derived with methods that are in use for 3D tree modeling based on TLS data (e.g.[4]). Such 3D models can support or even partly replace traditional field-measured forest inventories i.e. calculating growing stock and biomass, measuring tree height, characterization of the understory, detection of standing and lying dead wood, etc. Identifying the latter was possible by removing the medium and tall vegetation using standard DTM filtering strategies [5]. The remaining near ground point cloud showed remarkable details of the abundant deadwood of the study area. Moreover, the captured point cloud exhibits only minimal shadowing (cf. Figure 1d) due to the overlaps of the flight strips and the large FOV of the VUX-SYS. In comparison to TLS, ULS is characterized by shorter acquisition times and better representation of the entire vertical forest structure (terrain, understory, and canopy). The capability of acquiring large sample plots or transects also excels ULS as a promising data acquisition method for reference data collection within forest inventories.

Conclusions

In this contribution we showed the first results of a very high resolution 3D data acquisition of a complex alluvial forest area. An average point density of 1500 points/m² resulting in a mean point spacing of 2.5 cm was achieved by applying UAS-based laser scanning using the Riegl VUX-SYS sensor system. The device consists of an octocopter carrying the compact survey-grade VUX-1 laser scanner, which is additionally equipped with a GNSS/IMU unit and optional RGB cameras. High georeferencing quality of the flight block consisting of 31 strips could be achieved by applying rigorous strip adjustment based on the data from the highly overlapping strips. Quality control confirmed an accuracy of less than 2 cm.

UAS-based laser scanning allows flexible data acquisition tailored to the needs of the specific study area. For the experiment at hand it turned out that the topography and the vegetation could be captured in high detail and with seamless data coverage. This especially applies for the stems and branches of the trees which are covered with points from all sides. Completeness of the data acquisition resulted from both the dense array of flight strips and the large scanner FOV of 230°. The captured 3D point cloud, therefore, combines the advantages of ALS (homogeneous planimetric data distribution, bird’s eye perspective) and TLS (short ranges, 3D vegetation structure). An additional advantage was identified for the canopy area as the slender branches at the top of the trees benefit from the smaller laser footprint compared to the trunk area (canopy: ~1 cm, terrain: ~2.5 cm).

The primary goal of the flight experiment was to create a trustworthy reference DTM capturing all details of the fluvial floodplain topography. Beyond that, analysis of the point cloud in the vegetation area confirmed, that ULS can also serve as reference data acquisition for a variety of forestry applications like biomass estimation, tree height measurements, forest structure assessment, etc. Furthermore, in the open terrain the estimation of surface roughness was identified as a potential field of application for UAS-based laser scanning.
Figure 1: (a) RiCopter/VUX-SYS sensor system, (b) Study area Neubacher Au, DTM shading superimposed with point density map and flight trajectories, spatial reference system: ETRS89/UTM33, (c) 3D LiDAR point cloud colored by reflectance, (d) Horizontal tree stem section at breast height (vertical layer thickness: 10 cm), (e) Terrain profile (width: 10 cm)
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Highlights: A canopy surface modelling approach based on the triangulations of airborne LiDAR data is described and evaluated. The approach preserves the 3D properties for genuine volumetric surface modelling. Realistic visualizations for forest management planning applications are demonstrated.
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Introduction

Airborne laser scanning (ALS) has become a routinely operated technique for various forestry analyses [1]. However, operational approaches are most often based on sparse point densities (<1 pulses m\(^{-2}\)) and therefore typically limited to area-based analyses of the distributions of height values. Notably, such analyses employ only one of the three dimensions available in the data and ignore the (horizontal) between-point information. Triangulating point data, i.e. subdividing the underlying space of the points into simplices, and subsequent filtering of these triangulations has been proposed as an alternative means of representing the canopy surface [2]. A potential improvement could be obtained by a persistent homology analysis [3] – see the Methods section.

The purpose of this presentation is to describe the triangulation approach for generating reliable 3D models and visualizations of forest canopy. The resulting triangulations, filtrations and canopy volumes were evaluated against field measurements. The filtering approach allows a simulation of the effects of biomass growth and harvests to the canopy, which is demonstrated in a fully automated visualization of a forested landscape.

Material and methods

Study area and data

The study area is a typical boreal managed forest area in eastern Finland (62°31’N, 30°10’E). Altogether 79 field plots of 20×20 to 30×30 m were measured on May–June 2010. Stem volume estimates were calculated using the measured DBH and height in species-specific volume equations.

The ALS data used in the study were acquired on 30 April 2012 with Leica ALS 60 system from a flying height of 2350 m and with a nominal density of 0.79 points m\(^{-2}\). The ground surface was detected and classified and the echo heights were normalized with respect to this surface following a standard TerraScan approach. Only the first echoes (i.e. ‘only’ and ‘first-of-many’ of multiple echoes recorded per pulse) extracted employing a ground threshold of 1 m were included in the analyses.

Methods

Opposite to the typical “surface modelling” approaches that are based on 2 to 2.5D images representing counts of height values within pixel or voxel cells, the aim here was to generate genuine 3D models preserving the between-point information in the data. These are obtained by triangulating the ALS point data, i.e. subdividing the underlying space of the points into simplices, which quantify the (empty) space delimited by the points. Reconstructing the canopy volume populated by biomass will thus require filtering to exclude that volume from canopy voids [2]. The degree of filtering was determined by analyzing the inherent algebraic properties of the triangulations such as simplicial homomorphism and topological persistence [3].

Following [2], the point data of each individual plot were triangulated and filtered separately. The filtration corresponded to the family of 3D \(\alpha\)-shapes [4], each of which consist of the simplices of the initial triangulation with an empty circumscribing sphere with a squared radius smaller than \(\alpha\). Although an \(\alpha\)-shape is defined for every non-negative real \(\alpha\), there are only finitely many different \(\alpha\)-complexes and a filtration is obtained by ordering these complexes according to the \(\alpha\) [5]. All computations were based on Delaunay triangulations and implemented with C++ and an open-source Computational Geometry Algorithms Library (http://www.cgal.org).

During the filtration, i.e. by increasing the considered filtration parameter \(\alpha\), simplices of a dimension \(d\) join together with other \(d\)-dimensional simplices to form structures with a higher dimensionality. Particularly, when the value of \(\alpha\) allows two points \((d=0)\) to connect, an edge with \(d=1\) between these two points is formed. The edges further join to form facets \((d=2)\) and tetrahedra \((d=3)\). Each simplex can thus be assigned by a value
describing its persistence in the structure formed. The index of persistence was obtained as the absolute difference between the index values of \( \alpha \) causing the birth and death of simplices of the given dimension [3], and used as a criterion to determine the degree of filtering and therefore the initial state of the forest.

The numerical evaluation of the approach was based on assessing the correspondence of the total tetrahedral volume of the selected \( \alpha \)-complex with the plot-level stem volume measured in the field. To demonstrate the potential of the proposed approach for 3D visualizations of forest canopy, the ALS point data of a forested area of approximately \( 1000 \times 1200 \) m was divided on a grid with a cell size of \( 20 \times 20 \) m. Each cell of this grid was separately triangulated and analyzed for its persistent homology. The effect of harvesting biomass from the area was visualized by re-assigning simplices as empty space, i.e. adjusting the value of \( \alpha \) downwards.

Results and discussion

The tetrahedral volume derived by analyzing the persistent homology of the triangulations (\( R^2 = 0.17 \) with stem volume) was not as accurate as the reference canopy volume produced by optimization following [2] (\( R^2 = 0.65 \)). However, noting that no allometric information on the forest attributes was used in the derivation (unlike in the case of the optimized one), the metric deduced from the properties of the point data does include information on the variation of the stem volume in the area.

Despite the low degree of determination with the field measured stem volume, the positions of the canopy elements derived with the persistent homology approach corresponded well to those of the field-measured tree stems, which showed a considerable potential in producing realistic visualizations of a forested landscape (Figure 1). An inherent property of the approach is that it allows simulating the effects of biomass growth and harvests to the visualizations. The simulated reduction of the canopy volume was found to describe the effects of biomass harvesting realistically (Figure 1). The approach will be further tested in surveys aiming to elicit preference information on the impacts of the harvests to the scenery for designing the management planning of the area.

Figure 1: Visualizations of a forested landscape produced by the proposed approach. Upper left: an example of an individual \( 20 \times 20 \) m cell. Right: harvests simulated to the compartment in the centre of the landscape.
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Highlights: We explored the impact of tree structural parameters on spatial LiDAR signal. We created detailed virtual representations of forest scenes that we subsequently altered structurally and geometrically. We simulated a large-footprint LiDAR signal on the virtual scenes. Alteration of forest scenes impacted the metrics extracted from the backscattered waveforms up to a 136.4% difference.
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Introduction

Light Detection And Ranging (LiDAR) technology has the potential to assess forest structural parameters and notably canopy height, wood biomass or volume, and leaf area index [1]. Although these parameters are typically estimated at the stand level, the LiDAR backscattered signal is affected by vegetation structural properties at tree level. For example, leaf clumping and leaf inclination distribution are believed to have a significant effect on the backscattered signal [2], whereas crown archetypes assumptions significantly affect the parameters derived from LiDAR return [3]. Simulation of LiDAR signal on realistic and detailed virtual representations of forest stands can be used to better understand how the LiDAR signal interacts with the different parts of a tree, which is a step towards the development of improved methods for assessing vegetation characteristics from LiDAR data.

The main objective of this work is to explore how vegetation structural parameters at a fine scale (i.e. individual tree level) impact basic metrics extracted from the backscattered waveform of a large footprint LiDAR system. LiDAR waveforms were simulated on a realistic virtual forest scene. A sensitivity analysis was conducted by altering virtual scenes to assess the impact of structural and geometrical simplifications of the tree representation on the simulated LiDAR signal and on few metrics derived from the waveforms. The results of this sensitivity analysis should provide insights into which tree structural parameters (1) precisely impact the LiDAR simulations, and (2) have to be independently estimated for the inversion of a real LiDAR waveform.

Materials and methods

We first applied an original approach to create tridimensional realistic virtual representations of maritime pine plantations by the simulation of tree development in stand (i.e., including inter-tree competition and functional relationships between branch section and supported leaf area). The resulting forest scenes, representative of a set of plots measured in the field, were validated by a comparison with forest inventory data. We then simulated a large-footprint LiDAR signal on the virtual forest scenes and their altered versions in order to test whether the modified parameters impacted the backscattered waveform.

Creation of 3D realistic virtual scenes of maritime pine plantations

The creation of the virtual forest scenes is based on the botanical knowledge of plant architectural development [4] and takes into account plant-to-plant interactions. The scenes were produced with the AmapSim software [5], available from the AMAPstudio software suite for plant architecture modelling [6]. We used forest inventory data and terrestrial LiDAR data from seven plots from the study site of St-Symphorien (France), in the Landes' forest, to calibrate age-dimension distributions of diameter at breast height (dbh), total height, height of crown base, and crown area projection. Additionally, we used published reports to calibrate age-foliage area relationships [7]. The simulations were constrained so as to fit with distribution of tree dimensions observed in the reference plots and reported in the literature.
Sensitivity analysis of a simulated LiDAR signal to vegetation structure

The 3D virtual scenes of maritime pine plantations obtained with AMAPsim were post-processed with Xplo, also available from AMAPstudio, in order to segment virtual trees according to both the nature (leaves vs. wood) and the dimensions (branch section) of their components. The realistic (i.e. non-altered) representations served as references for the sensitivity analysis. They were then altered in three different ways, while preserving tree density, canopy height and LAI of the original scenes. (1) Geometric alterations modifying the shape, size and inclination of leaves in the reference scene were conducted with Xplo. (2) A foliage voxelization was performed with DART by transforming the meshed representation of the foliage into a turbid medium and attributing to series of cubic volumes (voxels) the leaf area density of the reference scene. The leaf inclination angle distribution attributed to each voxel was either assumed to fit a predefined model (spherical, erectophile, or planophile distributions were tested) or was computed with actual angles of individual needles on the reference scene. (3) All tree components (trunks, fine, medium or large branches, and leaves) were alternatively removed to assess their specific contribution to the signal.

A full-waveform large-footprint LiDAR signal was simulated on these representations using DART software for radiative transfer modeling [8]. The simulated laser pulsed at 1064 nm from a distance of 500 km above the ground with an inclination of 2° from the zenithal direction. The simulated footprint measured 20 m of diameter.

Eight metrics were extracted from each simulated waveform (Fig.1): altMax (difference between the signal begin and the ground peak), altPic (difference between the vegetation peak and the ground peak), ext (waveform extent), VGRP (ratio between vegetation peak and ground peak), VGRRT (ratio between vegetation total area and ground total area), rh15, rh50 and rh85 (distance from the signal begin of the 15, 50 and 85 percentiles of signal intensity). They were then compared across simulations.

Results and discussion

We obtained detailed virtual scenes composed of tridimensional meshed objects with known properties for every mesh, i.e. nature, dimension, orientation, inclination. The virtual trees are botanically realistic as they render the topology and geometry of plant elementary components, and fit the distribution of tree dimensions (diameter at breast height, total height, height of crown base, crown area projection, foliage area) either measured or predicted by allometries for the reference plots. Two virtual forest scenes were selected; corresponding to two inventoried circular plots of 15 m radius of maritime pines aged 19 and 60, respectively.

![Waveforms](image)

Figure 1: Waveforms and associated LiDAR metrics for a detailed virtual scene (19 years old maritime pines) (a) and for the same scene with a voxelized representation of the foliage with a resolution of 1 m for the voxels (b).

The LiDAR simulations on the scene of maritime pines aged 19 showed that the less sensitive metrics were altMax and ext (absolute prediction error ≤ 15.26%, see Table 1) whereas VGRP, VGRRT and rh15 were more sensitive to the alterations performed (absolute prediction error up to respectively 125.00, 136.36 and 131.19%). The geometric alterations had less impact on the metrics than foliage voxelization or components suppression. The foliage voxelization impacted the metrics extracted from the waveform with an effect increasing with the voxel size (25 to 200 cm). For the foliage voxelization with actual predefined leaf inclination angle distribution, the most affected metrics were VGRP and VGRRT. The impact of voxelization was more important for a planophile distribution, intermediate for a spherical distribution and less important for an erectophile distribution (respectively 125, 50 and 25% for VGRP and 136.36, 54.55 and 30.30% for VGRRT). The alternative suppression of tree components showed the predominant role of leaves in the simulated waveform and the minor role of
twigs and trunks. These results are consistent with the conclusions of a similar analysis on simulated small-footprint LiDAR [9].

Table 1: Maximum absolute prediction error (%) for 6 metrics extracted from simulations on altered virtual scenes (only the differences ≥ 5% are reported).

<table>
<thead>
<tr>
<th>Modifications type (number of simulations)</th>
<th>VGRP</th>
<th>VGRT</th>
<th>altMax</th>
<th>altPic</th>
<th>ext</th>
<th>rh15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaf size (4)</td>
<td>6.06</td>
<td>25.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leaf form (2)</td>
<td>25.00</td>
<td>25.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leaf angle of insertion (9)</td>
<td>25.00</td>
<td>25.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflectance of trees (6)</td>
<td>12.12</td>
<td>7.92</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflectance of soil (6)</td>
<td>63.64</td>
<td>9.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tree components</td>
<td>90.91</td>
<td>15.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foliage voxelization (4)</td>
<td>125.00</td>
<td>25.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>136.36</td>
<td>25.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Conclusion
These results indicate that having a precise description of small branches is not of critical importance for the modeling of vegetation-LiDAR interactions, but that a detailed representation of trees performed better than a voxelized scene (turbid medium representation of the foliage) for LiDAR waveform simulations.

The substantial impact of the leaf inclination distribution on the simulated signal suggested that this parameter should be carefully parameterized in simulations and that caution is recommended for the inversion of a real LiDAR waveform. In particular, a spherical distribution hypothesis was not the most appropriate simplification in our study case.

The sensitivity analysis showed that structural and geometrical alterations of detailed tree representations (especially leaves representation) have minor impact on the simulated LiDAR signal. Identifying the right level of simplification of foliage for LiDAR (and other signals) simulation has clear practical implications as it may significantly reduce the computing time in radiative transfer simulations.
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Highlights: Branching architectures of forest plots are step-wisely reconstructed ensuring both geometrical and topological completeness and correctness of the included tree models by an iterative and hierarchical processing chain. This procedure is addressing the generation of mesh geometries of trees for a forest plot.

Introduction

Canopy Radiative Transfer Modelling is an important task for understanding the radiation budget of forest plots including direct, diffuse and reflected radiation in different wavelengths [1]. Using detailed 3D tree models supports the understanding of energy fluxes within a forest plot. If the single components of radiation considering vegetation architecture can be identified and quantified in spaceborne optical sensors such as Landsat 8, SPOT 5 and the upcoming Sentinel 2 satellites, mixed pixel effects influenced by different canopy elements (e.g. reflections from leaves and branches) can be understood [2].

The 3D modelling scene should be an ideally detailed representation of a real forest plot for reliable calibration and validation of the simulated radiative transfer. For special applications such as the consideration of changing foliage densities through the yearly life cycle, the foliage representation has to be dynamic over time.

Terrestrial Laser Scanning (TLS) allows a detailed capture of the forest elements as an unorganized point cloud and serves as an adequate technique for input data acquisition at plot level. For the reconstruction of tree architectures a variety of powerful reconstruction methods is available [e.g. 3,4]. However, most approaches are developed only for single tree reconstructions and have to be enhanced and adapted in order to be used operationally [5] on a forest plot. In most of these cases the data is strongly affected by inhomogeneous coverage i.e. containing data gaps. The nature of tree crowns implies a complex mixture of thick main branches and small twigs. The latter adds a significant amount of occlusions even under leaf-off conditions and introduces fine structures confusing the topological quality of the reconstruction results.

In order to achieve both topological and geometrical completeness and correctness of tree architecture models in canopies we enhance classical reconstruction strategies by an iterative and hierarchical workflow. The automatic processing pipeline working on a co-registered and georeferenced TLS point cloud of a plot, consists of classical terrain filtering, extraction of main branches by reflectance and Principle Component Analysis (PCA). These steps are followed up by a step-wise combined Dijkstra region-growing and skeletonisation procedure. By combining the derived tree skeletons with the input point cloud, branch thickness is measured and applied to a pipe-model for each tree. In a last step foliage is modelled by the approach presented by cote et al. 2009 [6].

Methods and Materials

Data sets: Two forest plots of a larch stand (Larix decidua) in the Austrian Alps (Stubai, Tyrol) are scanned with a Riegl VZ6000 TLS. The point cloud data consisting of three scans per plot were co-registered into merged point clouds of 42 million and 56 million points.

Stem and branch extraction: For these plots, non-ground points were extracted by a simple ground filtering approach. For a set of trees, points corresponding to the main branches are extracted using the range-corrected reflection intensity values of the laser points. This allows separating small targets such as young twigs from larger targets such as tree stems and the main branches. For automatically finding seed positions of single trees in the filtered dataset, we conducted PCA as suggested by Bremer et al. [7]. Using a 1 m radius for each data point and searching within a 10 cm voxel thinned neighbourhood point cloud, vertical elongated structures are detected as tree stems.

Basic Dijkstra Growing: Each lowest point of the extracted tree stem features is used as a seed point for an iterative Dijkstra Region Growing (DRG) [4] which is the basic strategy to find branch connections presented in this paper. The DRG is carried out on an imaginary point cloud graph that is defined by a certain threshold edge length. In this graph, all & neighbours within a threshold distance are connected by an edge. Performing cost path analysis on this graph associates all edge connected points to the seed position with lowest path cost.
If a point shows several paths to multiple seeds, it will be processed multiple times, which leads to a competition of the given graph-path-distances between the seeds [7]. This induces an allocation of all graph-connected points to one of the seeds of the given forest plot.

**Iterative Approach:** Addressing the issues of input data quality and the nature of canopies, we modified and enhanced the DRG as follows. We use an iterative growing-and-bridging. After one completed DRG cycle on a small edge length graph, the result is locked. In a follow-up DRG cycle the intermediate segmented points are used as a set of seeds again. The point attributes of these seeds keep locked, while edges with an elongated length between segmented points and un-segmented points are considered. This enables bridging gaps in the point cloud and considering additional points for a subsequent growing cycle on the small edge length graph. Keeping the edge length of the main graph small ensures a minimum loss of detail, while the bridging allows a complete processing of all geometries available.

**Hierarchical Approach:** Further, we introduced a hierarchical constraint for the DRG. In the first set of iterations, only stem points are allowed to be integrated to the graph connections. This is controlled using the difference between the Euclidian distance and the path distance between a data point and its associated tree seed. Allowing only small differences restricts the growing procedure to the monopodium of the tree trunk. In a second set of iterations only data points with high reflection intensities are used, ensuring that only the main branches are used and noise is removed. In the last set of iterations all unconnected data points are added.

**Skeletonisation:** The topological and geometrical information of the Dijkstra-results is used to convert the stem objects and their superimposed structures into 3D line-drawings and polygonal pipe models. Using the derived graph path distance attribute, the approach splits each Dijkstra-segment into distance bins. Within each distance bin a connected component analysis based on an expected branching distance is performed. For each connected component, skeleton nodes are derived as their centroids. The node 0 is connected to each of its child nodes by evaluating the path information of the DRG. Recursively, these child-nodes become nodes themselves, being connected to their child nodes again. This is done until all nodes are connected and the skeleton graph of the object is completed.

**Pipe modelling of branches:** To give the reconstructed tree models a stem and branch thickness, a controlled branch diameter derivation from the original point cloud is applied. For each node the associated connected component of points is projected onto a plane, which is perpendicular to the orientation of the edge connecting to its parent node. A minimum circumscribed circle is fitted to the projected point distribution deriving a pipe radius for each node. Evaluating the edge orientations of the skeleton graph and the radii associated to the nodes, orientated polygons, approximating the circular branch cross-sections, are centred at each node. The corresponding vertices of the polygons centred at associated parent and child nodes are connected, leading to the construction of polygonal prism facets for each edge of a skeleton.

![Figure 1a) point cloud of a leaf-off larch tree with small twigs in the outer crown; b) reconstructed vector model of the larch tree; c) a forest plot for 36 single trees visualized in the DART Software Package [1].](image)

**Results and Discussion**

The quality of the reconstructed geometries is theoretically assessed by testing the workflow on simulated TLS point clouds for digital reference forest models showing varying crown coverage values. The results of the reconstruction are single tree architectures of high geometrical correctness and object completeness for a given forest plot (Figure 1). Looking at the basic methodological set up of the DRG, large edge thresholds lead to complete seed allocation results showing a similarity to Voronoi-regions.
The path reconstructions within these regions show an eccentric or random structure not representing real branch connections within a forest. If the point cloud has a sufficient point density for the description of the present geometry, a DRG process with small edge length thresholds becomes more defined. However, this leads to a variety of missed features in the canopies. As a lot of features especially in the upper crown part are separated from the main structure of a tree by a number of data gaps, using a small edge length graph for the Dijkstra growing will lead to geometrical correct but incomplete path estimations. Introducing the iterative DRG behaviour helps to gain both high completeness and high correctness of the results. Especially for tree species with dominant tree trunks, the hierarchical strategy of the procedure adds enhanced improvements for the reconstructions. In contrast to non-iterative approaches, errors in forest plots with high crown coverage values are subdued. This applies in particular to the main branches of trees. However, for the finer twigs, the quality of the results is linearly decreasing with increasing crown coverage.

Using the described processing pipe-line, the created models carry reliable hierarchical attributes that are used in a procedural modelling environment. Hierarchy information is used for the modelling of leaves and needles depending on twig sizes, hierarchical level, position and light availability within the tree crown as presented by cote et al. [6]. If a certain position within the canopy fulfils the requirements for needle growth, a needle clump template, consisting of single triangles per needle, are inserted. The state of needle growth can be addressed using different template types representing young and mature needles. This fulfils the needs of geometrical correctness and completeness of the branching architectures and dynamic foliage density representations for Canopy Radiative Transfer Modelling. The architectural tree models and leaf and needle geometries are linked to specific reflectance values in the satellite related spectral domains and are directly integrated into the Discrete Anisotropic Radiative Transfer (DART) Software [11] (Fig.1c).

Conclusion

The presented processing pipe line is a fully automatic procedure for the reconstruction of forest geometries. It includes ground filtering, stem detection, single tree identification and single tree model reconstruction. Introducing an iterative and hierarchical behaviour into the DRG procedure allows a high quality reconstruction.

Allowing the processing of an entire forest plot in a comprehensive procedure allows convenient scene compilation for Canopy Radiative Transfer Modelling. As a fully automated method, processing a set of trees in parallel, in future it might be used e.g. for point clouds of other sensors such as mobile laser scanning. This would allow the reconstruction of larger forest plots, fulfilling important needs of Canopy Radiative Transfer Modelling for satellite imagery.
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Using laser scanning and ray tracing for scaling photosynthesis from leaf to stand level
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Highlights: We demonstrate ray tracing in virtual coniferous forests and simulate half-hourly time-series of absorbed photosynthetically active radiation (APAR) at the shoot level. We then demonstrate how fine spatio-temporal variation in APAR can be used for scaling leaf-level photosynthesis to the stand and explain 75% variation in eddy-covariance-derived half-hourly GPP.
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Introduction

The ability to synoptically describe biophysical characteristics of the Earth’s surface across a range of scales is paramount to the application of remote sensing. In forestry, remote sensing has been widely used to capture stand structural characteristics and variables related to the health, vigor, or developmental stage of vegetation. These data typically have been acquired at the stand level and are used by governments and land managers to monitor land-use change and forest growth. Such approaches have served the need to oversee broader landscape management, but a gap remains in the use of remote sensing to explore relationships between fine canopy structure and physiological functions, such as the acclimation of foliage to microclimates, or light competition between individual trees. The application of remote sensing to address research questions at these finer spatial scales is valuable, however, and can be used to calibrate and validate vegetation models that are effective at broader scales.

In this research, we demonstrate techniques for creating virtual stands from combined laser scanning data and tree regeneration models. We simulate light transfer in coniferous canopies, where individual needles and shoots are modeled using a technique known as instantiation. The propagation of light is modeled using stochastic ray tracing in forward mode. Ray tracing provides for radiometric quantities to be estimated with high accuracy and at arbitrary scales or geometric fidelity. Ray tracing has been used in studies to validate canopy-level reflectance and transmission models [1] and to provide antecedent science data for emerging imaging systems [2]. At the finest levels, however, the method becomes computationally intensive, even more so when lighting conditions are dynamic, and this has restricted its use for operational scenarios. Methods have been proposed to derive scattering-related information from ray tracing for use in coarser-level modeling applications [3, 4].

Studies thus far have been restricted to modeling radiometric properties and little effort has been spent on the coupling of ray tracing techniques with plant physiological models, i.e., for the study of structure vs. function relationships. Several precursory studies exist in the literature that have applied ray tracing for these purposes. For example, [5] studied exposure of fruit trees in orchards to hemispherically-downwelling radiation, while [6] investigated light acclimation in peach trees. However, to our knowledge, no attempts in forestry have applied ray tracing for the coupling of photosynthesis-related information at leaf and canopy levels.

Here we present a method to simulate dynamic lighting conditions using forward ray tracing (see Figure 1 below for model detail). The method predicts leaf-level probabilities of light absorption from over a thousand hemispherical directions by individual canopy elements. Once a look-up table of absorption probabilities is computed, dynamic illumination conditions can be simulated in a computationally efficient manner. We subsequently show how fine spatio-temporal variations in photosynthetically active radiation (PAR) can be used for modelling stand-level gross primary productivity (GPP) and for investigating relationships between structure and function.

Methods

A 30 x 30 m plot was selected within a mixed coastal Douglas-fir forest located on Vancouver Island, Canada, near the city of Campbell River. Ground-based laser scans were acquired using the EVI instrument (CSIRO, Australia) and half-hourly GPP along with meteorological records were obtained from an eddy-covariance (EC) tower.

Single EVI scans were used to detect tree stems that were co-registered to a plot-centered coordinate frame. Tree crowns were modelled using tree regeneration software and whorl sizes were manipulated based on a
Voronoi tessellation, using stems as seeds. Foliage was modelled as planar polygons to represent clumping into whorls, and as shoot meshes comprising a woody stem and individual needles. The trees were placed in a scene surrounded by periodic boundaries and absorption probabilities were computed for each canopy element to describe the portion of radiant flux from incident angle \( \Omega \) absorbed by element \( p \). Whorl or shoot level APAR was computed using these probabilities and measured diffuse and direct downwelling radiation.

A leaf-level photosynthesis model was created based on a hyperbolic response curve and down-regulation of photosynthetic capacity and initial quantum yield were modelled as functions of APAR, temperature and humidity. The parameters of this model were optimized as to minimize the difference between EC-derived half-hourly GPP and simulated photosynthetic assimilation integrated over all canopy elements. Finally, the fraction of explained variation in EC-derived GPP was reported for different optimization range restrictions.

Results and Discussion

The use of whorl and shoot level absorption probabilities proved successful in deriving APAR at the respective canopy element level and guaranteed that energy was conserved. The method provides for the simulation of half-hourly APAR at the canopy element level for over 2,000 observations in time, covering the growing season from May 1 to September 17, 2009. Limitations of the method were observed, mostly among the lower canopy strata, and relate to the low sampling density of photons in the Monte Carlo ray tracing simulations, and indicate a need for additional acceleration techniques to improve the proposed method. EC-derived GPP was explained with \( R^2 \) varying from 0.66 for a case without down-regulation of photosynthesis, to \( R^2 = 0.75 \) for a case with modifier functions based on relative humidity, temperature and APAR. Considerable variation in GPP remained and can be attributed, for example, to EC-related errors, inaccuracies in the virtual scene representation and irradiation maps, as well as negligence of the broader set of photosynthetic drivers including soil moisture and nutrient conditions. Estimates of quantum yield and photosynthetic capacity were within previously reported ranges, demonstrating the ability of the proposed method to converge towards realistic optima. Biases in GPP estimates remain, notably around Noon, and this is consistent with earlier findings and may relate to extreme stomatal closure as well as underestimation of daytime soil respiration [7].

Despite the high level of complexity of the presented approach, a number of limitations remain, including the fidelity and realism of the three-dimensional forest scene, and variations in relative humidity and temperature within the canopy space. For example, shading within shoots establishes significant effects on quantum yield and photosynthetic capacity [7] and these effects are neglected when APAR estimates are averaged at the shoot or whorl level. Moreover, artificial canopies were constructed using tree regeneration software, however, higher resolution point clouds essentially provide for a more faithful representation of actual canopy structure. Along with ground-based plant physiological instrumentation, simulations of this nature allow for a tighter coupling of structural and functional aspects in primary productivity models and could provide novel analytic insight derived from first principles.

Conclusion

In this study, a method was presented that provides for rapid updates of the canopy radiation regime, after an initial, computationally intense model initialization phase. The model relies on the population of a look-up table that stores probabilities of absorbing PAR by individual scene elements and handles the dynamic changes in the canopy PAR that result from solar tracking and changes in atmospheric conditions. Improvements to the model representation, canopy structure, and the inclusion of the transfer of longwave radiation, sensible and latent heat, and in situ sensor network data bear great potential to refine model estimates and may lead to a tighter coupling between eddy-covariance stand-level estimates of gross primary productivity and leaf-level observations of photosynthesis.
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Figure 1. Instantiated conifer shoots and partial results from the ray tracing solution that computes absorption probabilities from directional incident radiation.
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**Highlights:** We propose a method for quantifying the changes in aboveground biomass (AGB) from selective logging in tropical forests, to estimate carbon emissions in the context of REDD+. The method estimates tree wood volume by reconstructing the 3D tree architecture using terrestrial LiDAR scanner (TLS) data and 3D Quantitative Structure Modelling.
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**Introduction**

Terrestrial LiDAR Scanner (TLS) data has been demonstrated to be a good information source for forest aboveground biomass (AGB) estimation in a non-destructive approach. Tree structural parameters can be measured in a 3D scene, and these measurements can be related to AGB by applying allometric equations [1]. A more direct approach [2], which does not rely on allometric equations, consists of measuring tree wood volume by modelling the 3D tree architecture reconstructed with TLS data [3] and converted to biomass using specific wood density. This novel approach was first applied at the single-tree level in an open Eucalyptus forest in Australia [2] and in a complex tropical rainforest in Gabon [4]. To the best of our knowledge, there are no previous studies applying TLS data and 3D tree architecture modelling to assess AGB losses from selective logging in tropical forest.

The aim of this research is to analyse the performance of a newly proposed method for quantification of AGB in a complex tropical forest environment [2, 3]. The method is then proposed for characterizing the impacts of selective logging for timber exploitation to provide carbon emissions estimates for REDD+. The proposed method provides quantification of the changes in the forest AGB, distinguishing between biomass contained in the trees harvested (removed as timber and left as crop tree residuals) and the AGB lost as collateral damage. We compared the performance of this novel method with the conventional method of applying allometric equations.

**Study Area**

This study was conducted in the south-western Amazon, in the province of Madre De Dios, Peru, close to the borders with Bolivia and Brazil. This region had relatively little disturbance until the recent creation of the Inter-oceanic highway, connecting the region with the Brazilian and Peruvian road networks.

We worked in Brazil nut (*Bertholletia excelsa*) forest concessions that were also used for harvesting timber. Stem density ranged from 473 to 673 individuals/ha (trees and palms with DBH $\geq$ 10 cm) with a mean of 565 $\pm$ 22 stems/ha. Basal area ranged from 16.1 to 32.4 m$^2$/ha with a mean of 27.2 $\pm$ 1.77 m$^2$/ha. The vertical structure comprised several strata: (i) crowns of emergent trees (35-50 m), (ii) main forest canopy (15-35 m), (iii) understory stratum formed by palms and suppressed and juvenile trees (2-15 m), and (iv) lower stratum of shrubs, saplings, and herbaceous plants (0-2 m). Together, the upper two strata covered almost 100% of the surface.
Materials and Methods

Data

Forest inventory data was collected in nine 30×50 m plots, installed around each tree to be harvested. All live trees, palms, lianas, and standing snags with diameter (at 1.3 m or above buttresses; DBH) ≥ 10 cm were inventoried (DBH and species identification) before the harvest. Total height, height of the first branch (stem height), and crown width in two directions (N/S and E/W) were measured on each crop tree. After felling, another inventory was conducted to assess the collateral damage.

Nine trees were harvested. DBH of the cropped trees ranged from 62.7 to 127.6 cm (mean ± standard deviation = 90.0 ± 22.2 cm); total height ranged from 32.0 to 50.5 m (41.3 ± 6.1 m) and estimated AGB ranged from 3.8 to 31.0 Mg (13.2 ± 8.4 Mg). All the harvested trees, except one, were emergent from the canopy.

For validation of individual tree AGB estimates of harvested trees, a reference dataset was produced by first estimating the tree volume from detailed measurements of the stem and all branches (until 10 cm diameter), and converted to biomass using its specific wood basic density.

TLS data was acquired in the nine plots before and after harvest using a multiple discrete returns Riegl VZ 400 scanner (RIEGL Laser Measurement Systems GmbH, Horn, Austria). Eight scans were performed in each plot using an angular nominal resolution of 0.06 degrees. The scan locations were established following a systematic spatial pattern with six locations equidistantly distributed around the edges of the plot and two additional scans locations distributed along the central axis of the plot (aligned with the predicted felling direction).

Methods

Individual TLS scans were co-registered using tie points detection and co-registration with Riscan-Pro software. The average standard deviation allowed for the individual points co-registered was below 5 mm. The Quantitative Structure Model (QSM) 3D tree modelling of Raumonen [3] was used for reconstruction of tree architecture based on TLS data. This model segments the point cloud, models the entire crown branching architecture using a stepwise approach to reconstruct topologically consistent the tree skeleton, and finally performs geometrical model fitting based on cylinders. The model provides automatic calculation of volume of woody structures, which is converted to AGB by multiplying by the specific wood density. Total AGB change per plot was estimated as the sum of AGB of the harvested tree and collateral damage. For calculation of the latter, the 3D QSM was performed for each tree TLS point cloud acquired before and after each tree felling.

The AGB estimations based on forest-inventory approach were computed using the most local specific allometric models by Goodman et al [5] and the most recent pan-tropical models Chave et al [6]. The regional [5], pan-tropical [6] models and the AGB estimations derived from the 3D tree architecture reconstructed with TLS data were compared with the validation AGB reference data (derived from the wood volume measurements of harvested trees). RMSE, bias, and relative error were computed to evaluate each model.

Results and Discussion

The AGB estimates by the optimized TLS-QSM model outperformed the estimates provided by the allometric models tested (Table 1). The gain in the accuracy achieved by the TLS-QSM method in relation to the newest and most enhanced pan-tropical allometric model developed by Chave et al [6] was a 9.8% decrease in CV RMSE. The latter allometric model is most likely to be used in a generic study estimating AGB in tropical rainforest. This represents a similar gain in accuracy as the one reported by Calders et al [2]. Moreover, the bias of the TLS-QSM method was lower than the allometric methods, minimizing the underestimation of AGB of large trees.

Table 1: Summary of crop tree AGB estimate performances by TLS-QSM and allometric models using combinations of DBH (D), wood density (ρ), total height (H), and average crown radius (CR).

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE (Mg)</th>
<th>CV RMSE (%)</th>
<th>Bias (Mean error) (Mg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLS-QSM</td>
<td>2.46</td>
<td>18.6</td>
<td>-0.37</td>
</tr>
<tr>
<td>Goodman et al 2014</td>
<td>3.70</td>
<td>27.9</td>
<td>-1.31</td>
</tr>
<tr>
<td>Chave et al 2014</td>
<td>3.76</td>
<td>28.4</td>
<td>-2.56</td>
</tr>
</tbody>
</table>
Although the TLS-QSM method performed well compared to allometric equations, it has lower accuracy in a tropical forest (this study) than previously reported for Eucalyptus forests [2]. This is likely due to the lower 3D sampling of top of crown branches because of the high level of occlusion typical of emergent trees in such dense and complex forest. For example, larger errors are obtained when reconstructing crowns than trunks (see Figure 1). The trees in this region have a relatively high proportion of AGB in their branches, especially the very large trees (DBH > 100 cm) [5]. This makes it more difficult to achieve accurate AGB estimates from TLS-QSM tree architecture reconstruction. Nevertheless, the performance of the best TLS-QSM modelling approach outperformed the best allometric equation tested for individual trees, compared to our validation estimates.

Figure 1: Example of one tree TLS point cloud (left) and the QSM 3D tree modelled output (right).

Conclusions

We found that the proposed method (TLS-QSM) for 3D tree structure reconstruction can be used to estimate AGB of large trees in tropical forests. The TLS-QSM method outperformed the allometric models tested. Moreover, this level of accuracy of the AGB estimation was achieved in very unfavourable conditions for the proposed approach, reconstructing very large and complex tree crowns, within a great vegetation density, and above the main forest canopy.
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Highlights: We develop a processing chain that uses terrestrial LiDAR scans as input data to assess the SI-traceability of various in-situ LAI and fAPAR products via radiative transfer modelling. LiDAR data and tree reconstruction is used to represent the explicit 3D forest structure in radiative transfer models.
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Introduction

Climate warming will cause more variable weather, an increased amount of major storms and more extreme weather events. Furthermore, ecological responses to climate change are already visible. The date of leaf emergence in spring is a UK climate indicator and spring activities (e.g. shooting and flowering of vegetation) have occurred progressively earlier since the 1960s [1]. Forest ecosystems cover approximately 4 billion hectares or about 31% of the world’s land surface and remote sensing from space is essential to collect global data to underpin climate change research efficiently. Biophysical essential climate variables (ECVs), such as leaf area index (LAI), fraction of absorbed photosynthetically active radiation (fAPAR) or albedo need to be monitored to detect small fluctuations over time.

The validation of spaceborne ECV products is generally based on a direct comparison either with products from different earth observation missions or with in-situ estimates. End-to-end traceability of in-situ measurements and satellite-derived ECVs are difficult. Most in-situ methods do not measure the biophysical quantity directly, but estimate this from indirect measurements using a variety of hypotheses and assumptions. One way to deliver SI-traceable reference measurements for in-situ fAPAR and LAI products is to use radiative transfer modelling and simulations. This allows us to control all aspects of the environment and sensor properties, which would not be possible using measured data. Subsequently, biases resulting from differing assumptions can be quantified.

Radiative transfer models require the forest structure to be quantified. This can either be a simple 2D representation of the forest structure or a full 3D explicit description of the forest stand. Manually recording detailed structural information is laborious and time consuming. A more practical and common method is to use mathematical models to generate virtual trees. This technique was for example used by [2] and based on measurements of relatively few plants, growth rules are defined and conditions are adjusted to match the local environment. Recently, the introduction of terrestrial laser scanning (TLS), also referred to as terrestrial LiDAR, has enabled the possibility of generating plant models based on 3D scans [3-5].

This work will develop a processing chain to use terrestrial LiDAR scans as input data to quantify the SI-traceability of various in-situ LAI and fAPAR sensors via radiative transfer modelling. In this paper we will present the first results from explicitly characterising and reconstructing a deciduous forest stand.

Materials and method

Study area and data collection

A six-hectare study site (200 m x 300 m) is established in Wytham Woods, UK. The forest is dominated by Acer pseudoplatanus, Fraxinus excelsior and Corylus avellana. TLS and LAI data was collected in June and July 2015, with a leaf-off campaign planned for the winter of 2015. The PAR sensor network will be installed in the summer of 2015 for the duration of the project.

Structural 3D data is collected with a RIEGL VZ-400 terrestrial laser scanner, which records multiple return LiDAR data as well as additional waveform data. The wavelength of the instrument is 1550 nm and the beam divergence is nominally 0.35 mrad. The angular sampling for both zenith and azimuth angle is 0.04°, azimuth range is 0° – 360° and zenith range is 0° - 130°. The complete 6 ha is scanned from 176 scan locations, laid out in a 20 m x 20 m grid (see figure 1).
LAI data is collected through digital hemispherical photography (DHP), Li-Cor LAI-2000 and LAI-2200 and TRAC2 (Tracing Radiation and Architecture of Canopies). We employed the VALERI sampling design for the DHP, LAI-2000 and LAI-2200 measurements (1800 measurements in total) and 100 m transects for TRAC measurements similar to [6].

**Figure 1: Sampling design for 1 ha**

Forest stand reconstruction and radiative transfer modelling

We will use a Monte Carlo ray tracing (MCRT) approach to simulate DHPs, LAI-2000 and LAI-2200, TRAC and PAR measurements. In this study the librat MCRT model is used. This model is based on the ararat/drat MCRT model [7] and has been tested in previous studies against observations as well as against other radiative transfer models. This model requires a 3D explicit description of the forest structure, and spectral information about the canopy constituents used to represent the forest structure. We will use TLS data to reconstruct tree models using the quantitative structure model (QSM) approach in [3-4]. These previous studies focused on reconstructing branching structure only, and we will extend this work by adding leaves to the 3D models. Addition of the leaves will be based on the derived light availability, similar to [5]. The TLS point clouds will be filtered using a clustered region growing approach alongside form pruning to exploit the fuzzy appearance of leaf returns due to leaf arrangement, incidence and clumping. This will broadly allow the delineation of wood and leaf returns. We will use the QSM approach to model the tree skeleton and reconstruct the leaves based on the information extracted from the foliage point cloud.

**Expected outcomes**

This work will give us insight into the SI-traceability of various in-situ LAI and fAPAR products via radiative transfer modelling, stand reconstruction from TLS data and comparison of field measurements with simulations. The actual canopies that are currently being used in projects such as RAMI (radiation transfer model intercomparison) are based on detailed forest inventory measurements. To our knowledge, this study will be the first to reconstruct a large study site directly from TLS data that can be used in a radiative transfer model. Using 3D tree modelling and radiative transfer allows us to control all aspects of the canopy structure and sensor characteristics. Furthermore, the intensive sampling design (figure 1) will allow us to address issues of spatial variance and quantify the effect of different sampling strategies on the inferred ECVs.
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Highlights: An approach integrating forest allometric relationships into Lidar models is proposed in a consistent and comprehensive way. This approach, generic and reliable, fits a large diversity of stands and flight conditions (e.g. coniferous/broadleaves; mountain/lowland stands), and use only a limited number of Lidar metrics.
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Introduction

Lidar remote sensing is a state of the art technology for characterizing forest structure and estimating forest attributes, e.g. dominant height, basal area, volume and aboveground biomass. For the last decade, two main approaches have been developed to predict them from Lidar point clouds. The most prevalent one consists in developing models based on Lidar metrics computed at the plot level. This area-based approach is considered to perform well in various acquisition conditions and has already been integrated into operational forest inventory procedures [e.g. 3]. However, it is based on empirical models that require field calibration for each Lidar survey [3]. Furthermore, field calibration plots has to be in synchronicity with the Lidar acquisitions in order to avoid bias associated with growth and silvicultural practices (e.g. thinning) between field and Lidar campaigns.

The alternative approach is based on individual tree segmentation and characterisation. This strategy provides measurements of tree attributes that are similar to field measurements and could benefit from some established allometries between tree height, crown area or diameters at breast height to refine segmentation. However, such tree segmentation required high point cloud densities (> 5 points/m²) and is computationally demanding. Moreover, its implementation over large areas remains challenging due to computational cost and to the calibration needs to minimize omission and commission errors for a wide range of forest types.

Recent developments have shown that it is possible to improve the area-based approach by using Lidar metrics that match closely different aspects of stand structures. For example, Bouvier et al. [1] showed that the use of such metrics improves model genericity, but does not alleviate the need to calibrate models for every Lidar acquisition. In this study, we hypothesize that integrating into area-based approach, constraints arising from allometric rules, well known and widely used by foresters, could further improve model genericity. We developed a model based on height-diameter relationships, and on Reineke’s rule of self-thinning [2]. We tested this approach on a large diversity of stands and Lidar acquisition conditions, in order to estimate its robustness.

Material and methods

Proposed methodology

Figure 1 presents the flowchart of the proposed methodology that follows several steps to predict plot basal area (G). First, dominant height (Ho) is estimated at the plot level from Lidar metrics. Inverting standard height – diameter curves yield plot dominant tree diameter (Do) for each plot, which is further refined by using additional Lidar metrics to get unbiased estimates of Do among all stands. Then the maximum stockability in terms of stem density (N) and basal area (Gmax) for a given Do, is assessed based on self-thinning equations based on the
Reineke’s relative density index [2, 4, 5]. Next, a model of G ratio (assessing the deviation of the actual G from the maximal possible G value of the plot) is established. At this step, “structural” Lidar metrics are integrated into the model (e.g. canopy cover). Finally, back transforming the resulting model yield an estimate of G that only uses a few Lidar metrics.

Lidar acquisitions over eight coniferous and broadleaves stands were used in this study, covering a large range of Lidar densities (from 2 points/m² to 30 points/m²), topographical conditions (lowland and mountain locations), and both stand structures and composition (i.e. regular and irregular stands; monospecific and mixed stands). One broadleaves stand was also flown at 2 vegetation periods (i.e. leaf-on and leaf-off). Over 500 plots were used to estimate G using the proposed approach.

Results and discussion

Over all stands examined in this study, the relative residual error (rRMSE) remained under 10% for the prediction of G. The resulting model appeared to be mostly unbiased (Figure 2), suggesting that this approach is robust to a large range of stand and both environmental and Lidar flight conditions. Examination of the residuals showed only a limited number of bias conditions associated to a few species. Globally the proposed model appeared unbiased and robust, providing accurate G estimations and showing neither seasonal, nor stand structure effects (Figure 2).
Conclusion

The proposed approach integrates the knowledge developed in forest growth allometry into Lidar models in a consistent and comprehensive way. The work is still ongoing to further improved results and to provide volume, biomass, and stem density estimations along with G estimations.
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Highlights: LiDAR forest inventory can be improved with an additional LiDAR metric which quantifies point cloud peaks (inferred as tree tops) in the data. This would not necessarily need to be a focused tree count style algorithm, but more of simple peak identification metric. This is because we don’t want to “count trees” but just have a metric that represents potential tree tops in a more fractional distribution form than the need to extract crowns themselves. We have experimented with peaks being introduced into our predictor selection model and found this to have the potential to improve estimates of stocking.
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Introduction

Last year, 2014, Interpine and Silmetra completed the first large scale commercial forest inventory using LiDAR in New Zealand. This inventory was conducted in the North Island in a forest plantation of 200,000 ha of Pinus radiata. The main objective of this project was replacing the traditional stand-level yield inventory for forecasting recoverable volume by log type to a LiDAR forest inventory. This inventory was computed using an imputation model based in k nearest neighbour (kNN) statistical estimation and improved using an additional LiDAR metric, the peak count metric. The peak count is not a tree count because the peaks do not all represent trees and there may be trees for which there is no peak. Suppressed trees are obscured, trees that are close together may be seen as a single peak and there are false positives (e.g. shrubs). Jari Vauhkonen et al. [1] compared six algorithms for single tree detection and his conclusion was not all trees are usually detected, arriving to the result that the algorithms find in average 65% of the number of trees measured in the field. To be useful in a kNN model the peak count need not correspond exactly to a tree count. All that is required is that the tree count and peak count are sufficiently well correlated that the use of peak counts improves the prediction of tree counts and stand density.

Method

Developing the Plot LiDAR Imputation Technique offers a cost-effective alternative to the traditional stand-level inventory used for forecasting forest yield as recoverable volume by log type (measured as log product volume in m³/ha). K Nearest Neighbour imputation needs two independent sources to produce a model of forecasted log type yield, in our case; 500 field measurement plots of 0.06ha each and airborne LiDAR data of 8 pls/m².

The methodology to generate an imputation model was:
- Field data processing: Differential correction of the field reference plots locations collected with a high grade GPS and defining or computing the forest attributes (Age, Top Mean Height, Quadratic mean DBH, Basal Area, Total Stem Volume, Stocking, Pruned length and Grade Mix).
- LiDAR data processing for the reference plots: Extracting the point cloud from the normalized LiDAR data, ground z coordinate replaced as zero and all other points have an elevation that equals their height above or below to the ground, for the circular area on the reference plots and then computing the LiDAR metrics with lascanopy module of LAStools [2].
- Compute the LiDAR metrics for the full estate in a grid cell of 25m by 25m resolution.
- Develop non-LiDAR covariates, such as recorded age and elevation, for both reference plots and grid cells.
- Selection of the LiDAR and non-LiDAR covariates to be used in the imputation model.
- Develop the imputation model.

Plot Imputation is a method where each target pixel is assigned a reference plot, based on similarity in LiDAR and non-LiDAR metrics, and uses a reference plot yield table. The nearest neighbour used in this project was k=3. The LiDAR metrics selected for the model were the 95th and 75th height percentiles, skewness, quadratic average height, canopy cover, planting year, recorded pruned status and three combinations of bincentiles (fractions of points between percentiles of height), height percentiles and intensity:
- The 90th height percentile multiplied by the difference between the 90th bincentile from all canopy returns and the 90th bincentile from first returns.
- The difference between the median intensity from first returns and the median intensity from all canopy returns.
- The difference between the 90th and 80th bincentiles from canopy first returns.

The imputation model was developed using the R package yaImpute with distances calculated using random forests.

Results

The result was good but needed further investigation around the stocking output, one option would have been adding the LiDAR derived tree location, but it’s difficult to be sure what you are measuring relative to the tree top, sometimes you are actually measuring the highest point of the tree and another time the highest whorl of the branches. We could extract peak counts from the point cloud if it were not necessary to differentiate between tree tops and highest branches. Instead, we extracted the peaks from a high resolution canopy height model (CHM). Recently a pit-free CHM [3] was developed, this algorithm involves a multi-step, multi-resolution approach that fill gaps between pulses without losing the definition of the tree tops. Following this method the point density of our LiDAR data allowed a final raster of 0.3m by 0.3m resolution to be generated. The CanopyMaxima tool from FUSION [4] provides options to find the individual dominant and co-dominant trees, this algorithm finds the local maxima and is based on the original work by Sorin Popescu [5] where he explains the use of the variable window size on a canopy height model. The window width for our forest of Pinus radiata was determined after the measurement of a selection of crowns and heights across a full range of trees, from young to mature, and the coefficients from the following equation where used in CanopyMaxima:

\[
\text{Window width} = 1.3 + 0.2361 \times \text{height} - 0.002 \times \text{height}^2
\]

Comparing the data from the field tree location (black cross) and the local maxima from FUSION (pink dots) we can see (Figure 1) that the location doesn’t match, neither in the number of trees present in the plot, but the average height from the field data and the average of the local maxima dots by plot is quite close.

![Figure 1: Crown detection of co-dominant and dominate trees on a pit-free CHM.](image)

This additional metric is called peak counts because of uncertainty comparing to actual location and density with the field data. The peak count was computed for the full forest estate and added to the statistic model. The table below (see Table 1) shows the imputation models with and without the peak counts. The peak counts slightly improve the estimate of stocking without having a major impact on other variables. In the table below, rmsdS is scaled root mean square difference and rmsd is unscaled (i.e. in the units of the variable). The generalised root mean square difference was 0.68 for the model without the peak counts and 0.67 for the model with the peak counts.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model without the metric peak counts</th>
<th>Model with the metric peak counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>rmsdS 0.29</td>
<td>rmsd 2.5</td>
</tr>
<tr>
<td>Basal area (m²/ha)</td>
<td>rmsdS 0.41</td>
<td>rmsd 6.7</td>
</tr>
<tr>
<td>Stocking (trees/ha)</td>
<td>rmsdS 0.46</td>
<td>rmsd 138</td>
</tr>
</tbody>
</table>
Top height (m)  & 0.16 & 1.8 & 0.17 & 1.8  \\
Total Stem Volume (m$^3$/ha) & 0.32 & 78.5 & 0.32 & 79.6  \\
Pruned length (m/ha) & 0.45 & 343 & 0.44 & 339  \\
Quadratic mean DBH (cm) & 0.27 & 3.5 & 0.27 & 3.5  \\

**Discussion**

Previous studies like the one developed by Erik Nasset [6] in Norway proves the positives results using LiDAR data to estimate forest attributes for a large operational inventory. These attributes has been computed as well in Swedish inventories as a normal practices, Johan Holmgren [7] develops prediction models to estimate forests attributes and he points that tree detection methods are usually not efficient if there are few laser measurements on each tree count. On the other hand if the LiDAR metrics, non-LiDAR covariates and the peak counts are added into the imputation the stocking accuracy increase. However, this increment is only 0.05 in the rmsdS for the Stocking variable.

**Conclusion**

The overall objective for this project was replacing the traditional yield inventory for forecasting recoverable volume by log type to a LiDAR inventory process. Using peak counts as a covariate provided enough improvement in the estimate of stocking to justify further development of this technique.
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Highlights: The availability of single-tree field data enables new estimation methods. Data from individual trees were in this study combined to form semi-artificial sample plot data in an area-based forest inventory. Timber volume was estimated and the validation showed comparable results for semi-artificial and field measured plots.
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Introduction
Field measurements are an important part of an area-based estimation of standing volume with airborne laser scanning (ALS). Field measurements are in boreal forests typically obtained for positioned field plots of 200 – 400 m² in size. New approaches to field measurements such as the use of terrestrial laser scanning (TLS) might give accurate data – including position – for single trees, but not necessarily covering all trees at a plot. Depending on a range of factors – such as the scanning time in the case of using TLS – single-tree field data might be obtained at a lower cost than corresponding field plot data. Possible utilisation of single-tree data should therefore be investigated. Breidenbach et al. [1] created artificial sample plots from selected areas within their study area. These artificial plots were created with reference data derived through single tree segmentation of the ALS data. The inclusion of these artificial plots were in that study shown to improve the area-based predictions [1].

In the present study we tested if a combination of single-tree data used to populate semi-artificial plots could be used as part of the modelling procedure in an area-based volume estimation.

Materials and methods

Study area
The study area is located in Aurskog-Høland municipality (59°50’ N 11°30’ E, 120–390 m above sea level) in the south-eastern part of Norway. The forest type is boreal with Norway spruce (Picea abies (L.) Karst.) and Scots pine (Pinus sylvestris L.) as the dominant tree species.

Field data
Field data were collected in 2006 – 2008. A total of 631 trees at 40 sites in the study area were accurately positioned and the diameter, height and crown extent in the eight cardinal and inter-cardinal directions were registered. A separate set of 200 field plots of 200 m² was also measured, and all trees with a diameter at breast height > 4 cm were calipered. Height were measured on a sample of the trees. Single tree volume were estimated using species specific allometric models, and the single-tree volume for all trees were summed to ground reference plot volume.

The set of 200 field measured plots were randomly split into two subsets; one set of 150 plots for modelling, and 50 for validation.

ALS data
The ALS data were collected in June 2005 with an Optech ALTM 3100 sensor on a fixed-wing aircraft with an average point density on the ground of 0.7 points m⁻². Echoes classified as ground were used to construct a triangulated irregular network (TIN) terrain model. The height above ground was calculated for all echoes by subtracting the respective TIN heights from the ellipsoidal heights.

The sensor used in this project records up to four echoes for each laser pulse, but only the first and last returned echoes were used in the current study. For the 631 individual trees ALS data were extracted using the field measured crown extent. All echoes with coordinates within the planar crown extent of a tree were associated with that tree.
Semi-artificial plots

The modelling approach in this study followed the area-based estimation method, as described by e.g. Næsset [2]. The model data were – however – not only field-measured plots, but also semi-artificial plots, created from the field measured single-tree data. Field and ALS-data from a sub-sample of the 631 trees were combined to form each semi-artificial plot. First ALS data from plots within a predefined area known to be without trees were used as a basis. In the present study we used 150 randomly selected locations within a plain field. Each of these plots were associated with a volume of zero. We then added data from a random number of trees to each plot. We selected between one and 40 trees for each plot. The selection of trees to populate a plot was carried out by sampling with replacement from the initial set of 631 trees. Each added trees’ field-estimated volume was added to the plots’ total volume, and the ALS data for each tree added to the ALS data at the plot. In order to maintain a realistic number of echoes at each semi-artificial plot, the same number of echoes as was introduced by the added tree were removed from the existing plot. Echoes with the lowermost above-ground heights were removed before adding each tree. If for example 30 echoes were associated with the tree being added, the 30 lowermost echoes of the existing semi-artificial plot were removed before the data from the tree were added. This whole procedure resulted in data approximating above-ground echo heights and field data from 150 sample plots of 200 m².

ALS-variables were then derived both for the 200 field measured plots, and the 150 semi-artificial plots. Variables similar to those described by Næsset [2] were used and the variables are briefly described in the next section.

Model fitting and validation

We tested the influence of using semi-artificial plots by fitting models to different sets of modelling data. Starting from an initial set of 150 field measured plots we created sets of modelling data by gradually replacing the field measured plots with semi-artificial plots, one-by-one. The final dataset thus consisted of 150 semi-artificial plots. All the ALS derived variables were used as potential explanatory variables in models of the form

\[
\ln(\text{vol}) = \beta_1 \ln(h_{10,f}) + \beta_2 \ln(h_{20,f}) + \ldots + \beta_9 \ln(h_{90,f}) + \beta_{10} \ln(d_{0,f}) + \beta_{11} \ln(d_{1,f}) + \ldots + \beta_{19} \ln(d_{9,f}) + \beta_{20} \ln(h_{\text{mean},f}) + \beta_{21} \ln(h_{\text{cv},f}) + \beta_{22} \ln(h_{10,l}) + \beta_{23} \ln(h_{20,l}) + \ldots + \beta_{30} \ln(h_{90,l}) + \beta_{31} \ln(d_{0,l}) + \beta_{32} \ln(d_{1,l}) + \ldots + \beta_{40} \ln(d_{9,l}) + \beta_{41} \ln(h_{\text{mean},l}) + \beta_{42} \ln(h_{\text{cv},l}) + \epsilon
\]

where the response variable vol is plot volume. The variables \(h_{10}, h_{20}, \ldots h_{90}\) are the height of the 10th, 20th, 90th percentile of the canopy laser echo height distribution and \(d_0, d_1, \ldots, d_9\) is the ratio of the number of echoes above canopy height bin 0,1,2,9 to the total number of echoes, respectively. \(h_{\text{mean}}\) is the canopy echo mean height and \(h_{\text{cv}}\) is the corresponding coefficient of variation. The f and l subscripts denote first and last return, respectively.

A stepwise variable selection procedure was carried out in each iteration, reducing the number of variables in the final models. Back-transformation of the values predicted by the log-log models was done with the correction suggested by Sprugel [3].

The models were all validated using the separate set of 50 field-measured plots. Root mean square error (RMSE) from the validation was calculated to compare the models. RMSE is in this study reported in percent of the mean observed volume on the 50 validation plots.

Results

The validation of the models showed a slight increase in RMSE as the proportion of semi-artificial plots in the modelling data increased (Fig 1). The variability in RMSE between relatively similar models – in terms of modelling data – also seems to increase slightly as the proportion of semi-artificial plots increased. The model fit to data from only field measured plots had an \(R^2\) of 0.85 and in the validation an RMSE of 22.1%. The model fit to only semi-artificial plots had an \(R^2\) of 0.91 and an RMSE of 24.3%.

Discussion

The validation of the models showed that the prediction errors increased as the proportion of semi-artificial plots in the modelling data increased (Fig 1). The increase in RMSE was however not more than 2–3 percentage points which in this context must be considered small. The model fit to only semi-artificial plots yielded in this case predictions comparable – in terms of accuracy – to the model fit to data from field measured plots. This
indicates that semi-artificial plots can be used to estimate plot volume, but further research is needed to verify and test this.
The ALS data in the set of individual trees that were used in the present study were extracted using accurate field measured crown extents. This kind of crown measurements are unlikely to be obtained with the same accuracy using e.g. TLS. Further research could therefore investigate the use of semi-artificial plots created from single-tree data obtained through other means.

Figure 1: Model validation. RMSE from the validation of the models, with the proportion of semi-artificial plots increasing along the x-axis. At each step one more field-measured plot was replaced with a semi-artificial plot, until the final model was fit to a dataset consisting only of semi-artificial plots.

The data in the present study was not stratified according to site productivity age-class or main tree species, which are commonly adopted stratification criteria in area-based inventories [2]. Stratification could improve the prediction accuracy and further research could investigate the use of semi-artificial plots with stratified data. Since the semi-artificial plots were created by sampling with replacement from the initial set of individual trees, a large number of plots can be created. This could make the data suited for the use of non-parametric models such as k-nearest neighbour methods. Further research could investigate this as well.
There are several aspects and implications of using artificially created modelling data that were not discussed in this abstract. Thorough consideration and research is needed before this kind of data can be used reliably. It can however be noted that improved knowledge of ALS sensors together with better understanding of the interaction between laser pulses and the trees in the future might allow for creation of artificial model data. This could for example be achieved through a physical simulation of the whole scanning procedure, using ray-tracing. The present study can be viewed as a small step towards the use of artificially created modelling data.
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Highlights: We propose a Bayesian approach to estimation and uncertainty quantification of species-specific growing stock volume from airborne laser scanning data and aerial imagery. Uncertainty quantification is utilized to identify plots with misidentified dominant tree species. A simpler approach to risk plot identification, usable with conventional area-based methods, is also considered.
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Introduction
Airborne Laser Scanning (ALS), a remote sensing method, has been found to be suitable for obtaining important forest stand attributes such as stem volume (e.g. [4]). The most common approach to ALS-based forest inventory is the area-based approach (e.g. [5]). The area-based approach utilizes statistical relations between the stand attributes, total or species-specific, and metrics calculated from the height distribution of the ALS points in a set of training plots to estimate the stand attributes. For species-specific studies, data from aerial images is usually also used.

The current methods for stand attributes in the area-based approach are usually based on either linear regression or some non-parametric regression method, such as $k$ nearest neighbour (kNN) algorithm [4]. These methods, while generally well performing in the sense of estimation accuracy, do not provide information on the uncertainty of the estimate.

One way to estimate the uncertainty is to formulate the area-based forest inventory problem as a problem of Bayesian statistical inference. The solution of the inference problem is a posterior probability density that describes the uncertainty in the estimate of the parameter of interest. From this probability density, various uncertainty estimates, such as posterior variances or credible intervals (CI) can be readily computed. The procedure also provides point estimates for the stand attributes.

In this study we demonstrate how Bayesian inference approach can be used for estimation of species-specific growing stock volume. We also study if uncertainty quantification can be used to find plots on which the dominant species has a high risk of misidentification. We also consider a simpler, point estimate characteristics based approach to this risk assessment.

Field and remote sensed data
The test area is a typical Finnish managed boreal forest area of around 10,000 hectares located in the municipality of Juuka in Eastern Finland. The dominant tree species in the test area are Scots pine (Pinus sylvestris L.) and Norway spruce (Picea abies (L.) Karst.), with a minority of deciduous trees, mainly birches (Betula spp.). The deciduous trees are considered as a single group. The field measurements were done during the summers of 2005 and 2006. The number of sample plots is 493. For more detailed description of the data, see [6].

The georeferenced ALS data were acquired on 13 July 2005. Nominal sampling density was 0.6 measurements per square meter and the footprint was 60 cm at ground level. Multispectral aerial photographs of the area were taken on 1 September 2005. For details, see again [6]. From the ALS and aerial image data, numerous canopy height percentiles, proportional canopy densities, ALS intensity percentiles, image spectral values, vegetation indices and other metrics were computed. The total number of usable metrics/predictors was 82.

Bayesian inference
The vector of species-specific stem volumes, the variables we are interested in, is denoted by $V$. The metrics computed from the ALS and aerial image data form the measurement vector $z$. In Bayesian statistical inference, a prior hypothesis is updated with information gained from measurements ($z$) using Bayes’ rule, see e.g. [1, 3]. In the Bayesian framework both $z$ and $V$ are modeled as random variables. The prior is our a priori information on the stem volumes $V$ (i.e. that volume is never less than zero), encoded in a probability density. The new information on $V$ gained from measurements $z$ is encoded in the so-called likelihood density, which is formulated using a forward model that connects $V$ to $z$ and information (i.e. mean, covariance) on the measurement and modeling errors. As the forward model we used an empirical linear model learned using the set of training plots. The result of the inference is the posterior density $p(V|z)$, which describes the updated information on the target variables.
From the posterior density, point estimates, such as maximum a posteriori (MAP) can be computed. We can also compute credible intervals (similar to confidence intervals, in practice) to get error limits for the point estimates. A kNN-based method was used as a reference.

**Dominant tree species identification**

Dominant tree species is here the species with the largest stem volume on plot. The dominant species identified using the estimated stem volume may be wrong and it would be useful if plots with a high risk of misidentification could be assessed. The posterior density can be used to generate uncertainty indicators that can be used for this. The posterior probability of each species being the dominant one, that is, the probability that the stem volume $V_i$ of the species $i$ is larger than the stem volume of any other tree species $j$ is:

$$P_{\text{dominance},i} = \int_G p(V|z)dV, \quad \text{where } G = \{V \in \mathbb{R}^N | V_i > V_j, \forall j \neq i\},$$

(1)

where $N$ is the number of different tree species (or species groups). The dominance probability $P_{\text{dominance}}$ describes uncertainty in the estimated dominant species. If the dominance probability of the estimated dominant tree species is low (for example ca. 0.5), the dominant species identification is uncertain and the estimated dominant species is more likely wrong. Conversely, if the estimated dominant species has very high dominance probability (for example over 0.95), it is likely that the dominant species is correct.

An ad hoc way to find high-risk plots is to examine the plot-level mixedness of the point estimate, whether Bayesian or kNN. If the plot estimate is highly mixed, that is, if it contains fairly equal proportions of multiple tree species, then the identification of the dominant species will be more vulnerable to estimation error.

**Results and discussion**

An example of posterior marginal densities for the species-specific plot volumes and total plot volume of a single test plot is presented in Figure 1. The figure includes the point estimate values for the variables and 95% credible intervals (shaded area). This example plot contains nearly equal proportions of pine and spruce, with no deciduous trees. Both the Bayesian and kNN-reference overestimate the volume of spruce, with a corresponding underestimation of pine volume. The absence of the deciduous component is estimated more accurately by both methods (although both volume estimates are nonzero). The 95% credible intervals for volumes of pine and spruce are wide. This, in part, tells us that there is considerable uncertainty in the estimated pine-spruce ratio in this example.

Leave-one-out (LOO) cross-validation was used to study point estimation accuracy. The relative RMSE for the Bayesian MAP-estimate was 42.35% for pine volume, 82.34% for spruce, 99.38% for deciduous and 21.26% for total stem volume. Total volume was calculated by summing up the species-specific volumes. For the reference kNN method, the relative RMSEs were 39.01% for pine, 75.16% for spruce, 81.20% for deciduous and 27.64% for total volume. The reference method was slightly more precise in estimating the species-specific volumes.

In the Bayesian case 95% credible intervals were computed for each plot. Ideally, the 95% intervals should contain the true parameter value in 95% of the test cases. The real value was between 92 – 97% for each estimated variable, thus nearly optimal.

The posterior dominance probability method was then used to assess plots with a risk of dominant species misidentification. The results were compared with the kNN estimate mixedness criterion. For each plot in the LOO cross-validation set, the dominance probability of the estimated dominant species (MAP) and plot mixedness for the kNN point estimate was computed. The plots were then sorted for each strategy based on perceived risk: plots with low dominance probability have higher misclassification risk, as have plots with high mixedness. Some percentage of the identified risk plots is then field-checked. By choosing the riskiest plots first, it is hoped to improve dominant species identification accuracy most efficiently.

The base dominant species identification accuracy was 89.7% for Bayesian MAP-estimates and 90.1% for the reference kNN method. If the riskiest 10% of the plots was field-checked, the resulting accuracy was 94.7% for the Bayesian case with dominance probability strategy and 93.9% for the reference (kNN and mixedness strategy). The Bayesian dominance probability strategy is slightly more efficient than the kNN estimate mixedness strategies. However, both strategies work significantly better than field-checking plots randomly.

**Conclusions**

We presented a Bayesian inference based method for the estimation of stand attributes from ALS data and for uncertainty quantification of this process. The approach is applicable to standard area-based forest inventory scheme, where a set of training plots is field-measured. The approach was thoroughly validated, showing that in the sense of RMSE it performs almost as well as the existing state-of-the-art methods for area-based forest inventory, while also allowing error intervals to be computed for the estimates.

We also studied if uncertainty quantification can be used in finding plots on which the dominant tree species (by volume) is misidentified. A simpler, point estimate mixedness based approach was also considered. We showed that both the Bayesian uncertainty quantification approach and the simpler point estimate based can be used for this kind of risk assessment. In general, the difference between the Bayesian and the point estimate based risk assessment strategy was minor, however, the Bayesian approach has firm grounding on statistical theory. The error bounds and uncertainty analysis provided by our approach would be useful in risk assessment of forest planning.
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Highlights: The study provides technical guidelines to optimize sampling design parameters in the context of the implementation of biomass predictive models from airborne lidar data. Parameters under study were those easily controlled when implementing an area-based approach, i.e. lidar pulse density and both field sampling protocols and measurements. Parameters most impacting the model accuracy were identified by conducting a one-factor-at-a-time and a global sensitivity analyses. Number and size of field plot, and plot center position accuracy were identified to be the parameters most impacting model accuracy.

Keywords: Airborne lidar, Area-based approach, Aboveground Biomass, Model accuracy, Sensitivity analysis, Monte Carlo analysis.

Introduction

Lidar (Light Detection And Ranging) is used for many forest applications, and, in particular, to support forest inventory. Airborne laser scanning (ALS) coupled with field measurements is an effective approach that can be used to develop predictive models for assessing forest inventory attributes over large areas at a much lower cost than with traditional inventory practices. ALS is now used operationally to enhance existing inventories. With the increased use of ALS in forest applications, good survey design is increasingly important to enhance information content while maximizing cost-effectiveness. However, previous lidar studies have reported considerable variability in aboveground biomass (AGB) prediction accuracy [1]. Numerous parameters may affect the ability to reliably predict forest parameters from ALS data. Prediction accuracy on AGB primarily depends on three groups of parameters: (1) stand complexity, (2) lidar sensor and flight parameters, and (3) field protocols and measurements. These parameters affect prediction quality and consistency. Stand complexity is inherent to the sites under study and cannot be modified; one must cope with it and try to use models that have proven their effectiveness in complex environments. Nevertheless, the two other groups of parameters can be studied and carefully defined in order to maximize the chances of meeting accuracy requirements.

Deciding which lidar sensor and flight parameters are the most suitable when planning and designing a lidar survey involves a trade-off between acquisition cost and result accuracy. Pulse density (in pulses/m²) is a key parameter in area-based approaches and a major cost driver dictated by ALS system setting and flight configuration [2]. Regarding the effects of pulse density, several studies found only small differences in results when comparing stand attributes predictions from data acquired at different pulse densities varying from 0.8 to 3.2 pulses/m² [3]. However, relevant lidar metrics selected to build predictive models were found to differ significantly with pulse density. It is therefore important to investigate how, and to what extent, pulse density affects stand attribute prediction accuracy.

Field protocols and measurements involve other parameters affecting stand attribute prediction accuracy that need to be optimized as field surveys are time consuming and costly. Field protocol design requires setting many rules regarding the choice of the number and the size of field plots, their spatial distribution, the threshold of the diameter at breast height (DBH, trunk diameter measured at 1.3 m above ground) defining trees to be inventoried, to name but a few. The cost associated with fieldwork is highly dependent on these choices. Gobakken and Næsset [4] examined both the number and size of field plots. They concluded that the optimal configuration is a tradeoff depending on inventory costs and forest structure. Plot size was also shown to influence predictions of AGB as larger plots reduce edge effects [5]. Moreover, higher prediction accuracy has been observed with an increase in plot size [1]. GPS position errors were also found to impact significantly prediction accuracy in Norway forests with a decrease in volume prediction accuracy of 15.8% for position errors up to 5 m [6]. Frazer et al. [5] investigated how plot size and co-registration errors interact to influence...
AGB prediction. They found that an increase in circular plot radius from 10 to 25 m reduced the impact of co-registration error and improved AGB prediction accuracy by 13.3%. Thus, volume and AGB predictions from ALS data are highly dependent on the way field surveys were conducted as well as on the way lidar data were acquired. Both these groups of parameters can be, to some extent, set in order to optimize assessment of forest attributes from ALS data.

There is a need for more comprehensive approaches that can quantify the specific impacts of different lidar acquisition parameters, field protocols and measurements on the accuracy of the resulting model. Among the numerous parameters influencing AGB predictive model accuracy, only a few of them can be easily controlled, i.e. lidar pulse density and both field sampling protocols and measurements. Therefore, the goal of this study was to provide technical guidelines to optimize lidar pulse density and field survey protocols in order to implement predictive models of AGB from ALS data. To that aim parameters most impacting the model accuracy were identified by conducting a one-factor-at-a-time and a global sensitivity analyses.

Material and methods

Two study sites were selected: a pine plantation and a tropical forest. The pine site is located in the Landes region in southwestern France (44.40° N, 0.50° W). This forest area is dominated by mono-specific stands of Maritime pine (Pinus pinaster Aiton) in even aged plantations. The tropical site is a lowland rainforest located in coastal French Guiana (5.25° N, 52.93° W). Several Lidar data sets are available at several point densities on both sites (0.5 to 4.0 pulses/m² on the first site and 3.5 to 10.0 pulses/m² on the second site).

We investigated the influence of sampling design parameters on AGB prediction accuracy from ALS data using an ABA. Regression models for AGB predictions were developed according to a single method, recently developed by Bouvier et al. [7], so as to focus on the parameters explaining AGB prediction accuracy variability rather than model selection. As impacts are generally inter-dependent and thus difficult to compare, the relative importance of parameters is difficult to assess. The influence of these key parameters was assessed individually by carrying out sensitivity analysis in order to define which parameter has the most influence on AGB prediction accuracy. Thus, changing parameters one at a time (OAT approach), we explored the impact of: pulse density, the number of field plots, field plot size, minimum DBH threshold (DBH\textsubscript{min}), DBH and H measurement accuracies and field plot position accuracy. As some uncertainties can accumulate and propagate, the influence of field parameters was also investigated in a Global sensitivity analysis (GSA). GSA aims to study how the uncertainty of a model output, i.e. forest attributes, can be apportioned to different sources of uncertainty in its inputs, i.e. survey parameters. It allows for a ranking of the input variables according to their contribution to the output variability. GSA thus helps to identify the key parameters which deserve specific attention. In the first study site GSA was used to study impact of four parameters - i.e., DBH and H measurement accuracies, field plot position accuracy, and allometric equations used- and to compare the relative impacts for four field protocols (two DBH\textsubscript{min} and two field plot radiiuses).

Results

Figure. Results on pine plantation: (a) Rate of change of RMSE, expressed as a percentage of the RMSE obtained with the maximum plot radius for AGB models calibrated and validated using different field plot radius...
from 15 to 6 m. (b) Rate of change of RMSE using different field plot radius from 100 to 20 m. Subsets were randomly selected from among all the field plots and selection steps were repeated 100 times. (c) - (f) Part of variance explained by $H$, DBH and field plot position measurement errors, and allometric equations used to predict AGB. Four protocols have been investigated: (c) 7.5 cm minimum DBH threshold ($DBH_{min}$) and 15 m field plot radius; (d) 7.5 cm $DBH_{min}$ and 11.28 m field plot radius; (e) 17.5 cm $DBH_{min}$ and 15 m field plot radius; and (f) 17.5 cm $DBH_{min}$ and 11.28 m field plot radius.

A one-factor-at-a-time (figure (a)-(b)) and a global sensitivity analysis (figure (c)-(f)) were applied to identify the parameters most impacting model accuracy. Variability in plot size and number of field plots were observed to significantly impact model performance (figure (a)-(b)). Preliminary results on the tropical forest site confirmed the high impact of plot size and plot number on AGB estimation accuracy. The part of variance attributable to each parameter, and linked to interactions between parameters, varied depending on which of the four inventory protocols was concerned (figure (c)-(f)). Whatever the inventory protocol, the part of variance explained by plot center positioning accuracy (38% - 63%) or the allometric equation used (29% - 50%) were significantly higher than the part of variance explained by the DBH (2% - 3%) and $H$ (0% - 1%) parameters. The part of variance attributable to the interaction between parameters was found to vary between 10 and 14%.

**Conclusion**

Some recommendations can be drawn from our results for those interested in estimating AGB from a lidar-based ABA in a pine plantation. First, regarding ALS data acquisition, cost savings can be made by reducing pulse density to 0.5 pulse/m² without any major impact on model quality. Even if DBH and $H$ measurement accuracies were shown to contribute to a lesser extent to the prediction error, field measurement costs will still remain high to ensure a good quality model. This is due to requirements regarding field plot number, position accuracy and plot size. Therefore, and despite the relative simplicity of the environment, a minimum of 40 plots is recommended. It is also recommended to inventory field plots at least 13 m in radius when plots contain trees with a DBH equal or greater to 17.5 cm in a temperate forest plantation. In addition, plot positioning efforts should be performed with great care as this parameter has a great impact even on simple and regular stands for which a position accuracy of center plots below 5 m is highly recommended. Different recommendations may be warranted when working in more complex multispecies, multiustrata dense tropical forests. The preliminary results will be compared to those obtained in the tropical site. Differences and similarities between the two forest types will enable us to evaluate influence and sensitivity of design parameters with regard to the forest complexity.
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Highlights: We describe a new method to improve the correspondence between field and airborne laser scanning (ALS) measurements in an area based approach (ABA). In the proposed solution, predicted tree positions and crown shapes are used to adjust plot and grid cell boundaries. The new method provided lower error rate than conventional ABA.
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Introduction

An established practice in forest inventory is to designate a tree as falling within a sample plot if the center of the bole is inside the plot bounds [1]. The same approach is used with area based methods (ABA) to select airborne laser scanning (ALS) points for a plot or grid cell – points are designated as falling within a plot or grid cell if their coordinates fall within the plot or grid cell. However, this approach to selecting ALS points results in edge tree discrepancies with ABA because some of the crowns from “out” trees extend into the plot ALS data (type 1 discrepancy), and crown from “in” trees extend outside of the plot ALS data (type 2 discrepancy). Both types of discrepancies decrease the observed relationship between ALS metrics and plot attributes.

The edge-tree problem in ABA has been remarked. Nelson et al. [2] showed that estimates of biomass and volume were affected by the type 1 discrepancies. Næsset et al. [3] also pointed out the issue with type 1 discrepancies when estimating change in forest biomass from multi-temporal ALS datasets. Mascaro et al. [4] is, to the best of our knowledge, the only article where the edge-tree discrepancy has somehow been addressed. They addressed the discrepancy by spatially mapping trees’ carbon content using their crown footprints relative to the plot borders. However, such an approach cannot be used in forest inventory because it does not follow the established definition of whether trees are “in” or “out” of the plot depending upon bole location.

In this study, we present a method to account for edge-tree discrepancy in ABA. The aim is to improve the performance of ABA by considering the predicted crown of edge-trees.

Material

The study area is a boreal managed forest area in eastern Finland. A total of 79 field plots were placed purposively (non-random) to reflect species and size variation for the study area. Scots pine (Pinus sylvestris L.) is the dominant tree species in the study area. This study used field measurements from concentric 6.37 m (127 m² area) and 9 m (254 m² area) radius circular plots. These data were extracted from larger 20x20 and 30x30 meter square stem-mapped plots. We will refer to these as 127 m² and 254 m² plots respectively.

ALS data were collected on June 26, 2009 using an Optech ALTM Gemini laser scanning system. The nominal pulse density was approximately 12 pulses per square meter. The test site was scanned from an altitude of approximately 600 m above ground level with a side overlap of 55%. Side overlap of 55% means that each location is covered by at least two flight lines. This reduces the occurrence of shadow areas in which tree foliage obstructs the path of the laser from reaching behind trees. A Digital Terrain Model (DTM) was constructed by first classifying points as ground and non-ground hits and then interpolating a raster using Delaunay triangulation. Heights above ground (dZ) for ALS echoes were calculated by subtracting DTM from the original (above ellipsoid) heights.

Methods

An overview of the method which takes into account edge-tree discrepancy in ABA is given in Figure 1. We will refer to this method as Enhanced ABA (EABA). The idea is to predict tree positions and their crowns and then modify plot and cell areas using predicted tree positions and segmented crowns. The method requires that ALS data is suitable for individual tree delineation (i.e. point density must be higher than in normal ABA). EABA has 5 additional steps beyond typical ABA processing including:

1) individual trees are detected and their crowns are segmented;
2) edge trees (tree crown intersect the plot boundary) are identified;  
3) edge trees are labeled as “in” (tree apex is within the plot boundary) or “out” (tree apex is outside the plot boundary);  
4) edge trees which are “in” the plot are used to extend the plot boundary (type 2 discrepancy); and lastly  
5) edge trees which are “out” determine type 1 discrepancy regions.

For type 1 discrepancies, the dZs are set to zero. This mimic the case where trees outside the plot do not intrude on the plot and therefore ALS points hit the ground. To correct for type 2 discrepancies, the bounds of the sample plot are extended to contain the full tree crowns. By extending plot borders we improve the chance that ALS points for a plot correspond to field measured trees.

Following steps 1 through 5, ALS points are extracted for each modified plot or cell, and the remaining analyses are performed in the typical ABA fashion. Note that although the modified plot area is used when computing predictor variables predictions are still made for the original plot or cell areas. In this study trees were located on the CHM using watershed segmentation [5]. EABA performance was benchmarked against a typical ABA strategy by fitting regression models for the plot volume (V) separately for ABA and EABA using 127 m\(^2\) and 254 m\(^2\) sample plot sizes.

![Figure 1: An overview of the EABA method.](image-url)

**Results**

RMSE indicate a better fit for the EABA model than for the ABA model (Table 1). With respect to RMSE, the performance improved from 23.16% to 19.11% with 127 m\(^2\) plots and from 19.08% to 16.95% with 254 m\(^2\) plots, so the improvement was 17% with small and 11% with large plots (by absolute means 4.05% and 2.13% respectively). Although the variables selected in the two approaches differed, the choice of variables had minimal impact on our inference as model’s RMSEs were nearly identical when we exchanged variables selected for ABA and EABA within the same plot size.

<table>
<thead>
<tr>
<th>Plot size 127 m(^2)</th>
<th>Plot size 254 m(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ABA</strong></td>
<td><strong>EABA</strong></td>
</tr>
<tr>
<td>RMSE</td>
<td>23.16%</td>
</tr>
</tbody>
</table>

Since we consider the observed improvement in RMSE for EABA to be of practical importance, we performed a hypothesis test to determine the probability that the observed difference could arise from random chance. Due to the known difficulty in specifying the sampling distribution of RMSE values, we tested the hypothesis that
RMSE(ABA) ≤ RMSE(EABA) using a bootstrap approach [6]. Following 5000 bootstraps with 127 m², plots RMSE(ABA) was less than RMSE(EABA) in 1.46 percent of simulations. Corresponding figure for 254 m² plots was 0.62 percent. In other words, predictions are highly statistically significant with “p-values” 0.0062 and 0.0146. These results indicate that the apparent improvement in RMSE for EABA is unlikely to arise due to random chance; we have a high degree of confidence that EABA provides lower error rate than ABA.

**Discussion and conclusions**

The EABA method we developed provided a lower error rate than a typical ABA approach. The improvement was achieved by detecting and delineating individual trees and including or excluding ALS points based on predicted crown attributes. The EABA method requires higher density ALS data than ABA because improvement is obtained by means of detecting individual trees. This is an important consideration because the cost of ALS data increases with density. However, given historical trends with respect to ALS technology, the advancement of ALS sensor technology means that point densities will most likely increase in future.

Plot size was shown to affect edge errors and ABA performance. As the plot size decreased, the proportion of edge-trees and consequently error due to edge-trees increased. We achieved approximately the same error rate with smaller plots using EABA (19.11%) as with larger plots with typical ABA (19.08%). These results suggest that we could potentially measure 50% fewer trees with the smaller plots using the EABA method and achieve the same performance as we would receive with ABA with the larger plots, whereas with the same plot size EABA provides lower error rate than ABA. Packalen et al. [7] gives an in-depth description of the EABA method.
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Key words: Canopy height, low energy, high frequency, photon counting

Introduction

Up to now altimetry LIDAR missions in space have used the full-waveform technique. This technique implies operating energetic lasers (tens of mJ per shot) at low repetition frequency (tens of Hz). Operating lasers at high energy in space comes with risks. Phenomena as the laser induced contamination (LIC) and the laser induced damage (LID) become a real concern at such energy. Eye safety is an additional limitation to high energy as well, essentially in the visible band.

An alternative approach is to operate lasers at lower energy with an increased pulse repetition frequency (PRF). Such option has been adopted for the next LIDAR altimetry mission ICESat-2. Its instrument, ATLAS, operates at a PRF of 10 KHz and at low energy (hundreds of µJ per shot). The detection chain operates then in single photon counting mode (SPC). Lowering the energy by a factor $10^5$ to $10^3$ with respect to the previous mission represents a major asset to mitigate the laser associated risks for a space mission. Besides lowering the laser associated risks, high repetition frequency LIDARs provide continuous data in contrast with low frequency previous altimetry missions. This continuity of measurements on ground is seen as an asset because of the liberty it brings in data processing and as it expands the information that can be retrieved. It helps for example to tackle a major issue of low repetition frequency LIDAR: the impact of the local slope on the measurement error.

The ATLAS instrument has been designed almost exclusively for hard ground targets with high albedo. Forest monitoring being a secondary goal of the mission, the instrument design is not optimized with that respect. The semi-transparent nature of the forest and the low albedo involved represent major differences with respect to hard targets. Airbus Defence and Space has investigated the viability of such a new low energy approach in SPC regime to estimate forest canopy height from space. This study was funded by CNES. This paper presents the study and its conclusions.

Method and results

The study presented here relies on numerical modelling and simulations. LIDAR data simulations were generated thanks to the radiative transfer model DART [1] for defined reference scenes. Four scenes of interest were studied to cover the two parameters: tree height and canopy density (high/dense, high/sparse, low/dense and low/sparse) (see Figure 1). For each scene, DART provided simulated full-waveforms for a 20 meter diameter spot suitable for forest applications. The low energy approach induces a low level of return signal from the scene, imposing to accumulate successive shot returns. We chose to set an accumulation of 14 successive shots as a baseline to derive the instrument performance. At the considered PRF, the spots move on the ground by 10 m over the corresponding duration. Therefore not only one waveform but a set of waveforms taking into account the displacement of the spot on ground has been provided. Note that each reference scene has been simulated at four wavelengths from UV to IR (0.355 µm, 0.532 µm, 1.06 µm and 1.55 µm).
From the waveforms it was then possible to generate discrete statistically representative low flux events detected by the instrument. Indeed, operating the laser at low energy leads to work with low return flux from the scene (in photon counting regime). The arrival of the incoming photons to the instrument follows the Poisson statistical law. From these discrete pseudo-waveforms one could extract the time duration between the top of canopy echo and the ground echo and derive the tree height in consequence. It is important to note that the data processing algorithm enabling to derive canopy height from the return signal contributes to a large extent to the altimetry accuracy. If future investigations were to be led, this processing aspect should be further addressed. In this study, for the purpose of simplicity of both implementation and interpretation, canopy height was defined based on the cumulated energy of accumulated return signals, with thresholds set to 3% and 97% for canopy top and ground, respectively.

In order to explore the sensitivity of the instrument performance with respect to the signal-to-noise ratio, the link budget was scaled based on the LIDAR product quantity (product of the laser emitted energy and of the instrument collecting surface). The science team had set a preliminary specification on the instrument measurement error to 2 m. By sweeping the lidar product value, we could determine the minimum link budget to meet the error specification.

A first conclusion drawn from these simulations is that the near IR and IR wavelengths are the most suited for the forest mission in the explored wavelength range. The UV and green wavelengths provide degraded performances with respect to NIR and IR. This can be related to the lower albedos of both leaves and ground for the reference scenes. In addition, two reference scenes were not considered for the instrument sizing because the accuracy on the tree height was too poor. The degraded accuracy on these scenes is linked to a vegetation either too sparse (15% vegetation coverage) or with maximum canopy height too low (4 m).

Therefore the threshold link budget to meet the measurement error specification has been derived at 1.064 µm and 1.55 µm on two reference scenes (high trees for dense and sparse canopies) which were representative of one tropical forest and one temperate forest type, a mangrove and a maritime pine plantation. The tropical scene is driving the design as tropical forests store about 40% of the forest biomass. The resulting proposed design consists of a telescope of 0.8 m diameter and a laser with an energy per shot of 200 µJ at the PRF of 10 KHz. Such characteristics result in an instrument with mass and electrical power consumption budgets of 220 kg and 240 W.

**Technical review**

In parallel a technical review of both detection subsystem and laser sources was led to identify potential suitable technologies for the mission in both domains. Avalanche photodiodes operated in linear regime despite their moderate maturity appear to be the best candidate for such mission. Such detectors indeed combine high detection efficiency and very low dead time after detection. On the source side, several options exist although the most mature remains the MOPA architecture already chosen for the in-orbit LIDAR missions. The forest spectral response imposes that the LIDAR works in SWIR band. Current common lasers operate at 1.06µm and 1.55µm without any conversion. The better wall-plug efficiency for Nd:YAG at 1.06µm leads us to favour this wavelength over 1.55µm.

**Conclusion**

This study demonstrates that the use of high frequency and low energy LIDARs for measuring tree height is achievable with a reasonable design and interface budgets compatible with space missions. While maintaining good performances with respect to higher energy LIDARs, operating at low energy enables to greatly reduce the laser induced risks (e.g. LID, LIC, eye safety) which are a major concern for LIDAR space missions. In addition such operating point provides continuous measurements on ground offering more freedom in the data processing and enabling to reduce the altimetry uncertainties on sloped areas.
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Figure 1: View of two simulated scenes (50m x 50m). The black circle shows the dimension of the LIDAR spot on-ground. A) Landes scenes: high trees, low canopy density. B) Tropical scene: high trees, high canopy density.
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Introduction

Light detection and ranging (Lidar) has become widely used for measuring and monitoring vegetation characteristics. Lidar sensors are mostly deployed using airborne platforms, but the Geoscience Laser Altimeter System (GLAS) instrument of the Ice, Cloud and Land Elevation Satellite (ICESat) space mission has also collected data globally from space [1]. GLAS instrument was mainly designed to measure ice elevation at global scale, thus limiting its performance for forest measurements. Satellite-based Lidar data collection offers consistent, synoptic samples of surface characteristic measurements at a global scale. Preparing a future full-waveform Lidar satellite mission designed for vegetation monitoring requires studying the impact of the instrumental and experimental conditions on the recorded signal.

Simulating Lidar data with a radiative transfer model is a powerful approach to study the link between environmental parameters (forest structure, optical properties and Leaf Area Index -LAI, ground digital elevation model -DEM, and atmosphere properties), sensor characteristics (viewing angle, footprint radius, pulse energy), and recorded waveforms. A 3D radiative transfer model can be used to control every aspect of the experimental and acquisition conditions. In such a radiative transfer model, a forest stand can be represented in a variety of way (e.g. at tree level versus plot level, with turbid medium for leaves versus facets or meshes), depending on the data used to create the simulated stand and the degree of approximation required for the simulated waveforms.

The main goal of this study was twofold. The first objective was to evaluate the impact of the stand representation type on the shape of the waveforms and to identify which stand representations can be used to provide realistic large footprint full-waveforms. To that aim several approaches to represent real forest plots were used as input scenes in the radiative transfer model and the waveforms simulated using the several scenes were compared to real Lidar data acquired on same forest plots. The second objective was to evaluate to what extent using one kind of stand representation can impact the results of a sensitivity analysis carried out in order to study the link between environmental parameters (LAI, optical properties, slope), sensor characteristics (footprint radius, scanning angle) and full waveform signals recorded by either small or large footprint Lidar (i.e. space Lidar). This study should provide insights into which stand representation is needed to conduct reliable sensitivity analyses to help designing future space-borne Lidar missions.

Materials and methods

We simulated 4 Maritime pine plots based on a field campaign conducted in the study site of Saint-Symphorien, France (44.4° N, 0.5° W). This forest area is dominated by mono-specific Maritime pine (Pinus Pinaster) in even aged plantations. The campaign included field measurements (diameter at breast height, total height, height of crown base of the trees in 15 m radius plots) and Terrestrial Laser Scanning (TLS). In addition, contemporaneous Aerial Laser Scanning (ALS) data were available.

The virtual forest scenes were created using 3 different approaches: (1) “Lollipop” scenes made up of ellipsoid tree crowns (where leaves are represented with turbid medium) and conical trunks with dimensions based on in-situ measurements and positioned using TLS scans, (2) “TLS” scenes made up of a 3D distribution of turbid voxels characterized by their vegetation density estimated by processing TLS data [2], and (3) “AMAP” scenes, realistic representations of stands in which tree elements are represented by triangles (meshes). These virtual realistic forest scenes were created based on the botanical knowledge of plant architectural
development and takes into account plant-to-plant interactions. The scenes were produced using the AmapSim software [3], part of AMAPstudio, a software suite for plant architecture modelling. Radiative transfer simulation was done using DART (Discrete Anisotropic Radiative Transfer) software [4], allowing an accurate and customizable modelling.

The quality of virtual scenes as regards the simulation of Lidar signal was assessed by comparing in terms of derived Lidar metrics ALS simulations obtained using the same characteristics as those of the actual ALS survey (i.e. pulse density, flight height, beam divergence) to the real ALS data. These Lidar metrics were computed on aggregated Lidar signal at plot level, in order to compare them with Space Lidar Signal (SLS) simulations. Aggregation consists in creating a single waveform corresponding to a vertical large-footprint shot from all the ALS small-footprint waveforms included in the large-footprint. The values of the aggregated waveform bins is calculated by summing the weighted numerical counts stored in the bins of the ALS georeferenced waveforms for each corresponding altitude.

Lidar metrics were computed using a new method: first, the waveform is ortho-rectified (correction of the zenith angle of the Lidar), and bins are referenced in order to have the ground level (mean of the Digital Elevation Model - DEM) at height bin zero. Then the waveform is noise filtered, normalized and divided into 2 parts (ground / vegetation). Finally, Lidar metrics are computed considering 3 sets of metrics related to, respectively: (1) the vegetation waveform component, i.e. the part of the waveform corresponding to the signal backscattered by the vegetation (integral of the waveform “tVeg”, heights corresponding to 3 percentiles of the vegetation waveform “rh%” and to the maximum peak intensity “altPic”), (2) the ground component, i.e. the part of the waveform corresponding to the signal backscattered by the ground (integral of the waveform “tSol”) and (3) the whole waveform (normalization factor “N”, extension of the waveform “ext”, and vegetation peak / ground peak ratio “VGR”).

The sensitivity analysis was conducted by changing the initial characteristics of the scenes (tree LAI, ground reflectance, vegetation reflectance, slope, understorey grass LAI) and Lidar acquisition parameters (scan angle, footprint radius, footprint position), independently, and measuring their impact in terms of Lidar metric changes. Comparison was performed on the three types of scenes.

Results

Aggregation of actual ALS data allowed a comparison with ALS and SLS simulated data. Firstly, a good agreement was found for each type of virtual scenes and for each plot between Lidar metrics computed from aggregated ALS and SLS when both resulted from simulations. This can be explained by the high number of
ALS shots used to sample each plot. Secondly, the comparison of metrics computed from the waveforms resulting from the aggregation of real ALS data with metrics computed from the simulated SLS waveforms also showed good agreement, provided the virtual scenes are correctly calibrated. Calibration requirements depend on the scene type (low requirements for TLS scenes, whereas for lollipop scenes and even more for AMAP scenes adjustments of some scene characteristics were needed to obtain a good fit between simulated and real data).

Preliminary results of the sensitivity study show various effects of the forest and sensor characteristics on Lidar metrics. Among the environmental parameters, tree LAI and slope were found to be the most impacting parameters. Impact of the reflectance values (ground and vegetation) was not negligible, but affects almost only global metrics (N, VGR). Among the sensor characteristics, the impact of both the footprint radius and the position of the footprint center were limited, due to the relative homogeneity of the forest stand at the study scale. On the contrary, change in scan angle significantly impacted most Lidar metrics.

**Conclusion**

Different ways to simulate forest canopies used in a radiative transfer model have been tested. Each representation needs different inputs and calibration efforts, and produces virtual scenes with different level of simplification. TLS virtual scenes were the most direct and simplest representations, but they still need to be calibrated in term of total plant area density (PAD), as current voxelization process tends to overestimate PAD and cannot separate woody material from leaves when assessing PAD. Furthermore, TLS acquisitions are useful to create DEM that can be used with any representation of the vegetation. Lollipop scenes required extensive field measurements (position, dbh, crown dimensions and shape) and also produced, despite their apparent simplicity, accurate simulated waveforms. AMAP scenes were the most accurate simulation of the vegetation, but are very costly to produce in terms of field measurements, preparation, calibration, and computation time. The ongoing sensitivity study will further reveal how Lidar derived metrics are affected by vegetation and sensor.
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Highlights: ICESat-2 is NASA’s next generation spaceborne laser altimeter. Photon-counting lidar systems are relatively new, and their ability to produce vegetation measurements remains largely unexplored. For this study we develop a fully automated algorithm for filtering and classifying spaceborne photon-counting lidar data.
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Introduction

ICESat-2 is NASA’s next generation spaceborne laser altimeter, which aims to follow in the footsteps of ICESat. A major difference between ICESat-2 and the previous ICESat mission is the utilization of a photon counting lidar (PCL) system. Such systems are relatively new, and their ability to produce vegetation measurements remains largely unexplored. The overall objective of this study is the development fully automated algorithm for processing spaceborne PCL data.

Materials and Methods

Algorithm development is based on several sources of test data including: (1) data collected by the NASA’s Multiple Beam Altimeter Experimental Laser (MABEL) system; and (2) simulated mATLAS data, which is generated from previously collected MABEL data, collected throughout the United States. Our processing algorithm can be divided into two major sections: minimizing noise in raw PCL data and classification of filtered PCL data.

Noise filtering begins by using ancillary data including a global canopy height map [1] and ASTER-derived digital elevation model are utilized in the initial filtering operations. After initial filtering with ancillary datasets is performed A Robust Adaptive Online Repeated Median (ADORE) filter is applied to the remaining to generate envelopes for reducing noise remaining after initial ancillary data filtering [2]. The final filtering step is utilizes a running median filter, with the second smallest window size (window size = 5), in an attempt to remove as much of the remaining noise in the dataset as possible.

A fixed-width moving window is utilized to process the filtered data. Photon elevations within each window are utilized to calculate parameters for generating splines to estimate the top of the forest canopy (TOC) and ground surfaces. Parameters used to identify the ground or TOC are varied based on the vertical spread of photons within each moving window. The resulting splines are then buffered ± 1 m and are overlayed on the original, unfiltered data. Photons falling within the TOC buffer are classified as TOC, photons falling with the ground buffer are classified as ground, and photons between the TOC and ground buffers are classified as canopy.

Data from various airborne laser systems, including NASA’s Goddard’s Lidar, Hyperspectral, and Thermal Airborne Imager (G-LiHT), that are spatially coincident with MABEL and mATLAS data are utilized to assess the accuracy of algorithm results.

Results and Discussion

Early algorithm performance on MABEL data shows lower overall RMSEs for ground than TOC (3.26 m and 9.58 m, respectively). This assessment identified high TOC commission error rates in open areas (i.e. areas with little or no vegetation). In such areas, TOC commission errors were responsible for increased ground omission errors. After adjusting algorithm parameters, visual assessments of subsequent algorithm test runs suggest reductions in open area TOC commission error rates and ground omission rates. Overall, ground identification performed well in areas with dense canopy cover (Figure 1). Similar results were observed when the algorithm was run on mATLAS data. A notable exception is data exhibiting weak beam strength conditions, causing signal
Conclusion

Our initial algorithm results are promising, and provide a base algorithm for filtering and classifying data collected by spaceborne PCL systems. The classification produced by our algorithm will provide an initial data set for ICESat-2 end users interested in monitoring forests or estimating forest biophysical parameters on a global-scale.

Future work will focus on: (1) development of methods to identify and flag signal reduction or signal loss due to clouds, haze, smoke, fog, blowing snow, etc.; (2) continued development of methods for automatically varying processing parameters based on conditions present within the data; and (3) the completion of a formal accuracy assessment for mATLAS and MABEL processing results.
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Highlights: This study developed a multistage noise filtering method to improve current CHM measurements from single photon lidar (SPL) data. Accuracy of the SPL derived CHM was examined by both existing discrete return lidar and ground survey data.
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Introduction

Single photon lidar (SPL) is a new technology for rapid mapping of three dimensional forest structure over large geographical areas. It requires only one detected photon of each ranging measurement to generate 3-D topographical maps whereas several thousands are needed in traditional lidar instruments. Advances in SPL technology have significantly improved the speed and coverage of data acquisition while still maintaining a high sampling density. However, data quality of SPL instrument suffers from the high level of background noise accompanied with signal lidar photons, especially over the visible band of solar spectrum. There are thus of considerable interests in developing efficient noise reduction methods and evaluating the data quality collected from SPL, in order to assess its instrumental performance on mapping canopy height model (CHM) and carbon stocks.

Material and methods

The SPL system used in this study is a altitude high-resolution quantum lidar system (HRQLS, pronounced Hercules). HRQLS was flown over the entire Garrett County of Maryland, USA in September, 2013. It produced a 5 × 5 m array of spots on the ground at a nominal above ground level (AGL) of 2.3 km, resulting in a ground-pixel dimension of 0.5 m and a mean point density of 13 per m\textsuperscript{2} (including both signal and noise) \cite{1}. Discrete return lidar data was acquired in 2005 during leaf-off condition with an average point density of 1 per m\textsuperscript{2}. Field data was collected during the summer of 2013 in support of a carbon monitoring system over the entire state of Maryland.

We developed a multistage automated noise filtering process to generate CHM from HRQLS. We then assessed the accuracy of HRQLS CHM with existing discrete return lidar as well as ground survey data from the field campaigns.

Results and discussions

The multistage noise filtering method can efficiently reduce background noise level and significantly improve lidar data quality. About 10\% of total photons (mostly noise, from either above canopy or below ground) were filtered out from original point cloud as shown in Figure 1. However, noise photons cannot be fully eradicated, especially over boundary layers between ground (or canopy top) and the air.

Both HRQLS and DRL showed a good agreement with field measurements at plot scale (N=76) despite a slight bias in their measurements (Table 1). The negative bias of DRL is mainly due to the data acquisition over leaf-off period, while the positive bias of HRQLS is most likely introduced by unfiltered noise photons at the boundary between canopy and atmosphere.
Figure 1: Example of HRQLS point cloud in a 50 m radius plot: left) before filtering; right) after filtering.

<table>
<thead>
<tr>
<th>Lidar data</th>
<th>$R^2$</th>
<th>Bias (m)</th>
<th>RMSE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRQLS</td>
<td>0.60</td>
<td>1.2</td>
<td>5.42</td>
</tr>
<tr>
<td>DRL</td>
<td>0.63</td>
<td>-0.26</td>
<td>5.37</td>
</tr>
</tbody>
</table>

Conclusions

This study develops an efficient noise reduction method to improve the data quality of single photon lidar. This method allows the generation of CHM from HRQLS at high resolution. Its further comparison with discrete return lidar and field data suggests high density SPL can provide accurate measurements of canopy height. Further exploration of this study can greatly improve interpretation of current SPL data, and will help inform data acquisition strategy of future SPL instruments as well (e.g. ICESat-2).
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Highlights: This paper introduces a multistep algorithm for extracting a Digital Terrain Model (DTM) and top of canopy from photon-counting profiling LiDAR data. The approach emphasizes the identification of bare-ground areas and vegetated areas, to support estimation of canopy height. This work is motivated by the need to process noisy data from ICESat-2, which is scheduled for launch in 2017.
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Introduction

Concerns about global climate change have increased the importance of finding efficient and operational methods to quantify the terrestrial carbon stocks at a global scale. One vital component of the global carbon cycle is the exchange of carbon between various vegetation types (mainly forests) and the atmosphere. Global estimates of the above-ground dry biomass for different types of land cover are critically important, because they can be mapped to estimates of standing carbon [1]. In order to perform these global estimates at a reasonable cost, NASA launched the Ice, Cloud and Land Elevation Satellite (ICESat, 2003-2009). This mission led to important findings related to ecology and cryospheric sciences [2]. ICESat acquired elevation data globally using the Geoscience Laser Altimeter System (GLAS) sensor, a laser altimeter for which elevation estimates are based on the analysis of the waveform returns [3]. The follow-on mission will be ICESat-2, which is currently scheduled for launch in 2017. Unlike the first ICESat mission, ICESat-2 will employ a multibeam system that will collect elevation data using a relatively new photon-counting technology. This system, known as Advanced Topographic Laser Altimeter System (ATLAS), yields clouds of discrete points, each resulting from the return of an individual green (λ = 532 nm) photon [4].

The change in technology from the GLAS waveform system to the ATLAS photon-counting system will introduce interesting challenges in the detection of ground and vegetation. This paper introduces an algorithm for DTM and top of canopy surface extraction from ATLAS-like elevation data. Of particular interest for this paper is the detection of the ground level underneath a dense canopy. This problem is made difficult by the presence of substantial levels of ambient noise, which depends heavily on the sun angle.

Dataset and Study Area

In order to facilitate algorithm development, the ICESat-2 team collected high-altitude data using the Multiple Altimeter Beam Experimental Lidar (MABEL) [4]. Data from MABEL have been used to simulate photon point clouds for different atmospheric conditions and surface types. Recently, MABEL data have been extended to create the mATLAS dataset, which simulates more accurately ICESat-2 attributes such as larger footprint size. We have obtained experimental results using 17 granules (approximately 60 seconds each) of mATLAS altimetry data. These simulations are distributed geographically along the east and west coasts of North America.

Technical Approach

The proposed multistep algorithm starts with a joint noise reduction technique followed by a non-parametric regression method called locally weighted scatterplot smoothing (LOWESS) which produces a curve that fits the point cloud along the whole transect. This curve is used to distinguish between bare ground and vegetated areas, which are treated differently in the subsequent steps. The algorithm then uses an image processing technique called active contour models [5] to find initial estimates for DTM and top of canopy surfaces. Finally, the
algorithm uses the LOWESS curve to adjust ground surface estimation in the bare ground areas. The following paragraphs will explain the steps of the algorithm in more detail.

**Mapping point clouds into a 2D image.** The point clouds are first mapped into a 2D grid based on the number of points inside a window of size \( w \times w \) pixels. The window is moved through the point cloud with a step size \( t \), and the points inside the window are counted. A 2D map is created with values representing the number of points in each window. The generated image has the size \((n, m)\) where \( n = \left( \frac{(\max(x) - \min(x) - w)}{t} + 1 \right) \) and \( m = \left( \frac{(\max(y) - \min(y) - w)}{t} + 1 \right), \) where \( \max(x), \max(y) \), \( \min(x) \), and \( \min(y) \) are the maximum and the minimum values of \( x \) and \( y \) coordinates in the given point cloud.

**Noise reduction using slice-based horizontal projections.** This technique is based primarily on the assumption that the point density for the signal return is more than the density of noise points. It was employed in [6] as a technique for active contour initialization. The image is divided into a set of vertical slices and the horizontal projection for each slice is calculated. Then the locations with high density gradient are found as they indicate, roughly, the location of the signal photons within the slice. The area between the highest two successive gradient magnitudes is considered to be most likely to include the signal. This area is kept and all other areas are removed. The drawback of this method is that it may not be able to detect signals for steep terrain (Figure 1).

**Bayesian noise reduction.** Another method is proposed to remove noise from noisy point clouds using Bayesian decision theory based on the assumption of the different point densities between signal and noise. This method assumes that the noise and signal densities follow two different Poisson distributions \( P(X = k) = \frac{\lambda^k}{k!}e^{-\lambda} \), where \( k \) is the number of points observed in a specific window \( w \), and \( \lambda \) is the average number of points in the given window. The problem of noise removal in this context can be characterized as a binary classification problem assuming that class \( \omega_1 \) represents noise and class \( \omega_2 \) represents signal. The Bayesian decision theory can be used to find a threshold that minimizes the probability of error using the likelihood ratio \( \frac{P(X|\omega_2)}{P(X|\omega_1)} \), where \( P(X|\omega_i) \) represent the average point densities for classes \( \omega_1 \) and \( \omega_2 \), respectively. Each image cell is classified a signal cell if the likelihood ratio is greater than 1; otherwise this cell is considered noise. The main drawback of this method is that it removes parts of signal ground photons if it is low density (Figure 1c).

**Noise reduction using the Wiener filter.** The third noise reduction method is applying an adaptive Wiener filter to the image. This filter uses a pixelwise adaptive Wiener method based on statistics estimated from a local neighborhood of each pixel. The main drawback of this method is that it cannot remove portions of the very dense noise parts in the image (Figure 1d).

**The joint noise reduction method.** The proposed joint noise reduction method is based on combining the results of the three previously mentioned noise reduction techniques. A majority voting for every pixel is used to determine whether it represents noise or signal. Figure 1 shows the result of each noise reduction method on one mATLAS transect (Figure 1f).

![Images](a.png) ![Images](b.png) ![Images](c.png)

![Images](d.png) ![Images](e.png) ![Images](f.png)

Figure 1: (a) An example of a noisy point cloud. (b) Result of the horizontal projection noise reduction, (c) Bayesian noise reduction, (d) Wiener filter noise reduction, (e) morphological noise reduction, and (f) the hybrid denoising result.

**Identifying bare ground and vegetated areas.** In order to find the ground surface accurately, a method of identifying bare ground areas should be used in order to treat them differently from the vegetated areas. The algorithm uses the locally weighted scatterplot smoothing (LOWESS) regression method in order produce a curve that fits the point cloud of the whole transect (Figure 2a). The perpendicular distance between the fitted LOWESS curve and each labelled signal photon is calculated, then the transect is divided into a number of 200-photon sections. If the mean absolute deviation of calculated distances in a section is less than a threshold, this area is marked as a bare ground area, and otherwise this area is marked as vegetated area (Figure 2b).
Finding initial surface estimations using active contour models. The next step is to apply an image processing technique called Active Contours Without Edges (ACWE) [5]. This method was proposed in the context of surface finding in [6]. The result of this step is the initial estimation of ground and top of canopy surfaces. This initial estimate requires further processing to be adjusted to final estimated surfaces.

Estimating the final ground and top of canopy surfaces. For each 200-photon section, a final decision is made for the surface finding algorithm according to the type of this section. If this section was considered to be bare ground, the LOWESS curve is used to classify ground photons by selecting the points within a distance of ±2 meters from the LOWESS curve. Otherwise (i.e., in vegetated area), the ground surface is adjusted for this section and the adjacent sections using spline curve fitting. The top of canopy is adjusted afterwards using the highest 95th percentile of points from the estimated ground surface (Figure 2c).

Experiments
In order to assess the accuracy of the algorithm, it was applied on 17 mATLAS transects that have become available recently. Qualitative assessment shows good estimation for both ground and top of canopy surfaces. We have not yet obtained a quantitative comparison with NASA-Goddard’s LiDAR, Hyperspectral, and Thermal Imager (G-LiHT) due to the problems in geolocations between the two datasets.

![Figure 2: An example of the algorithm’s intermediate steps. (a) The LOWESS curve. (b) Area classification (bare-ground vs. vegetation). (c) Close-up view of final results.](image)

Conclusion
This paper introduces a novel multistep algorithm to extract DTM and top of canopy surfaces from photon-counting profiling LiDAR. Experimental results shows good surface estimation results despite the heavy and variable noise levels. The ground truth of this dataset is still in its development phase by the ICESat-2 team. Once it is available we will perform a quantitative assessment of the algorithm accuracy in terms of RMSE of estimated tree hights.
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**Highlights:** Changes in canopy height and plant area index (PAI) in a temperate mixed forest were assessed between 2010 and 2014 using airborne laser scanning. Patterns of canopy height change could be identified and related to forest management and tree growth. PAI changes followed no clear patterns and need further investigation.
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**Introduction**

Airborne laser scanning (ALS) is increasingly being used for forestry applications as well as ecosystem monitoring [1]. Its ability to cover large areas in a spatially continuous way offers unique possibilities to characterize canopy architecture. The fast acquisition and repeatability over time allow for monitoring changes in forested ecosystems, for instance due to forest management, forest degradation, logging, or natural changes like tree growth and tree mortality. Two of the most widely used variables to describe canopy architecture of forests are canopy height and leaf- or plant area index (PAI) [2]. Both are essential variables linked to biomass, ecosystem productivity and biodiversity. In particular, the change in canopy height can be assigned to tree growth, a major ecosystem function and important measure for timber production and increase in biomass. [3]

In this study, we assess changes in canopy height over four years in a temperate mixed forest and compared them to changes in plant area index derived from full-waveform airborne laser scanning data. We expect to detect patterns of forest management (selective logging, clear cutting) and change due to tree growth. However, it was not possible to fully link the canopy height change to PAI change (describing the density of leaves and wood). PAI values might be more heavily affected by varying acquisition geometry and point cloud processing, therefore falsely indicating change patterns due to technology and not ecology. The goal of this paper is to assess the change patterns and to attribute potential change sources: forest management, natural change, data acquisition and quality.

**Study area & Data**

The study area is a temperate mixed forest at Laegern, Switzerland, covering an area of roughly 2 x 2 km. The site is centered at 8.36° lon, 47.48° lat at an altitude of 680 m a.s.l. Deciduous trees are predominant (mainly Fagus sylvatica, Fraxinus excelsior, Acer pseudoplatanus) with patches of needle trees (mainly Picea abies, Abies alba). The terrain is characterized by a ridge, spanning from east to west, and a gradient of steep (>45°) to less pronounced (0-10°) slopes north and south of the ridge. The forest is semi-natural, since it is partly managed by selective cutting and natural regeneration [4].

Airborne laser scanning data were acquired on August 1, 2010 using a Riegl LMS-Q680i sensor. Data was recorded at a nominal height of 500 m above ground, resulting in a footprint size of approximately 0.25 m. In 2014, Laegern data was acquired between June 19 and July 25 as part of a larger flight campaign. The same sensor was flown (LMS-Q680i) at a nominal height of 700 m above ground, resulting in a footprint size of approximately 35 cm.

**Methods**

The processing of the canopy height model (CHM) and PAI values was done for both 2010 and 2014 ALS full-waveform data using the same methodology, described in detail below. Local spatial averaging was applied to reduce the influence of representation errors using a circular averaging filter with a radius of 2 pixels. Differences were subsequently calculated by subtracting the 2010 CHM and PAI values from the 2014 values respectively.

The digital terrain model (DTM) was derived from ALS ground returns, which were extracted using an adaptive multi-scale algorithm, filtered and interpolated to a 1x1 m DTM applying ordinary kriging as described in [5]. For each 1x1 m grid cell, the highest point above DTM was used to calculate the CHM.
The PAI was calculated for 2x2 m grid cells following [5]:

\[ PAI = c \cdot \ln \left( \frac{1 \cdot t_1 + \frac{1}{2} \cdot t_2 + \ldots + \frac{1}{n} \cdot t_n}{1 \cdot g_1 + \frac{1}{2} \cdot g_2 + \ldots + \frac{1}{n} \cdot g_n} \right) \]

where \( c \) is a calibration factor determined from in-situ PAI measurements, \( t_1, t_2, \ldots, t_n \) are the total number of echoes for each echo type weighted by the total number of returns (1, 2, ..., \( n \) returns) and \( g_1, g_2, \ldots, g_n \) are the corresponding number of ground echoes respectively. The echoes for each grid cell were determined by selecting the canopy echoes first, which lie within the 2x2 m grid and more than 4 m above ground. The pulses of the canopy echoes were then tracked to the ground to find the corresponding ground echoes below 4 m above ground, no matter if they lie inside or outside the current grid cell. This leads to a reduced impact of scan angle and scan geometry compared to [5], where total number of echoes and ground echoes were selected strictly within the vertical column of each 2x2 m grid cell. Moreover, the point cloud was restricted to a maximum of 100 pulses per 2x2 m grid cell to reduce bias from extremely high pulse densities in densely vegetated areas.

**Results & Discussion**

Figure 1 shows the difference images of 2014 CHM and PAI minus 2010 CHM and PAI respectively. The CHM difference map shows clear patterns. The larger dark blue patches show areas of clear cutting, often connected to forest roads. There are also many areas of selective cutting, where single trees were taken out. In total, roughly 48'000 m² of forested area was clear-cut in the time between 2010 and 2014. Besides these clear negative change values, there are many patches showing strong increase in canopy height. Especially in the center region, many areas with more than 2 m increase in canopy height due to tree growth were identified. These areas can be assigned to fast growing rejuvenating forest. In 2010, the mean canopy height of these patches was 10.6 m ± 5.8 m.
There might be minor local CHM change due to small differences in geo-location of the ALS data. Both datasets have a positional accuracy of < 0.15 m in vertical and < 0.5 m in horizontal direction, as estimated from terrestrially surveyed rooftops. There was no additional co-registration performed between the two datasets. Another reason for the local CHM differences might be representation errors, where the same 3D objects are scanned from two different angles. This can cause CHM differences, which are not linked with the positional accuracy of the datasets. Local spatial averaging helped to reduce these effects, which resulted in a clearer change pattern (Figure 1).

There is a slight underestimation of canopy height in the 2014 dataset compared to 2010. In 2014, the canopy top was probably not captured as reliably as in 2010 due to lower pulse density and higher flight altitude. As reported in [6], an increase in tree height underestimation with increasing flight altitude can be caused by missing the tree tops due to lower pulse density or lower energy being reflected from the canopy surface. Differences in the DTM can represent another source of error, especially in areas of dense understory vegetation. Within the Laegern study area, the mean difference between the DTM of 2010 and 2014 is 0.3 m ± 0.2 m.

The PAI difference map in Figure 1 is more difficult to interpret. The areas of clear cutting and selective cutting can be seen as well. However, all other parts are rather noisy. Some patches with an increase in canopy height also show an increase in PAI, but not all patterns of CHM and PAI change are consistent. In some parts, PAI might already be saturated and not showing an increase in PAI where there is still an increase in CHM observed. When comparing PAI values derived from different acquisitions, representation errors might have a stronger influence than for CHM comparisons. The two datasets were acquired with a different scan geometry: One was flown in east-west direction, whereas the other was flown in north-south direction. So depending on the local observation angle, different parts of the crowns and the ground were observed.

There is no obvious pattern related to pulse density variation, but the pulse density can influence the PAI retrieval in very densely forested areas with few or no ground returns.

Conclusion
We applied CHM and PAI retrieval algorithms on ALS full-waveform data of 2010 and 2014 to compare changes in canopy height and density. Possible sources of the main canopy height changes are forest management (clear cutting, selective cutting) and tree growth (young fast growing trees). Representation errors, differences in data acquisition and geo-correction may lead to a slightly noisy pattern and potential underestimation of canopy height in 2014 compared to 2010. Except for the selective cutting, there are no clear trends in plant area index change. The PAI change patterns are noisier and partly inconsistent with CHM change. Further studies are needed to investigate the influence of pulse density and flight geometry on the PAI retrieval.
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Highlights: Based on multi-temporal ALS data the site index of forest stands was assessed for a mountainous study area in Austria. The applied approach is based on derived tree top heights. The promising results show good agreements with forest inventory data and provide new insights in forest productivity analyses.
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Introduction

For estimating the site index of forest stands different approaches can be found in literature. The most important factors affecting the site index are tree species, tree growth, soil properties as well as climatic and topographic conditions. For operational site index estimation data from forest inventories (FI) represents an essential data source. Even though the measurements within FI sample plots are accurate, a high degree of uncertainty is still available in the individual input parameters. For example, exact soil maps with high spatial resolution are often not available for forested areas. Furthermore the delineation of forest stands has often a background in historic forest management activities and the delineated forest stands are actually characterized by varying growth conditions.

The increasing availability of 3D data derived from Airborne Laserscanning (ALS) and image matching opens new opportunities for site index estimation for large areas. Especially the availability of multi-temporal 3D information of the forest canopy allows the estimation of area-wide forest growth, which is directly connected to the site index.

The objective of this study is to analyse the potential of multi-temporal ALS data for site index estimation. The study is done for a mountainous test site in the Western part of Austria, where two ALS data sets are available from 2004 and 2011. In addition to the ALS data FI data are available which are used for validation.

Study area and data

The study area is located in the southern part of the federal state of Vorarlberg, located in the western part of Austria. The elevations range between 800 m above sea level (a.s.l.) in the valleys to a maximum of 2 900 m a.s.l. whereas the timberline is at about 1 950 m a.s.l. The available forests are dominated by Norway spruce (Picea abies) and are managed by the local forest administration “Stand Montafon Forstfonds”. Further details of the study area can be found in Hollaus et al. [1].

The FI data from two acquisition times (2002 & 2011) are provided from the “Stand Montafon Forstfonds” and consist of permanent angle gauge sampling plots distributed in a regular grid of 350 m. The statistical analyses as well as the site index calculations based on the FI data were done by experts from the Institute of Forest Growth from the University of Natural Resources and Life Sciences, Vienna. Due to spatial inaccuracies of the plot positions in relation to the ALS data the FI data are co-registered to the ALS data using the approach described in Dorigo et al. [2].

For the study area georeferenced ALS data from 2004 and 2011 are available. The data were provided by the local office of Surveying and Geoinformation. The data were acquired mainly under snow-free and leaf-off conditions during several flight-campaigns using different ALS scanners (i.e. Airborne Laser Terrain Mapper systems ALTM 1225 and ALTM 2050 for the acquisitions in 2004 and a Trimble Harrier 56 and an Optech ALTM Gemini system for the acquisitions in 2011). Further details on the sensor characteristics can be found in Hollaus et al. [3].

Methods

From the georeferenced 3D point clouds digital surface models (DSMs) are calculated based on a land cover dependent approach described in Hollaus et al. [4]. This method uses the strengths of different algorithms for generating the final DSM by using surface roughness information to combine two DSMs, which are calculated based on the highest echo within a raster cell and on moving least squares interpolation with a plane as
functional model. Based on the calculated DSMs a quality check is done by calculating the differences of the DSMs for smooth surfaces, which have not changed their heights between the acquisition times (e.g. open land). As for site index estimation the forest growth is an essential quantity, the observed DSM differences in the range of ~0.2 m are minimized by applying a least square matching (LSM) of the DSMs. The LSM was done for each tile (2.5 x 2.5 km) separately. The derived 3D shift is applied to the ALS data from the first acquisition.

At the Stand Montafon the operational site index estimation is based on the FI data using the $DGZ_{100}$ values. The following formula is used for calculating $DGZ_{100}$:

$$DGZ_{100} = a_1 * ho + a_2 * ih_{10} + a_3 * ho^2 + a_4 * ih_{10}^2 + a_5 * ho * ih_{10}$$

where $DGZ_{100}$ is the mean total volume increment at the age of 100 years, $ho$ is the top height in meter from the first acquisition and $ih_{10}$ is the height growth of the top height in ten years in meter. The coefficients are provided by experts from the Institute of Forest Growth from the University of Natural Resources and Life Sciences, Vienna.

In this study the $ho$ and the $ih_{10}$ values are extracted from the multi-temporal ALS data. Common approaches to assess the $ho$ values from ALS data are either to use a height percentile of the canopy height model or to identify individual tree heights and to average the heights of the 100 tallest tree per hectare. For the current study, the single tree approach is selected mainly due to the fact, that harvested trees can be easily considered. A further reason for this decision is, that the ALS point densities are different in the two ALS data sets, which would lead to different representations of the canopy surface and consequently to biased $ho$ estimations. Therefore, single trees are extracted in the new ALS data set and for each individual its corresponding tree is identified in the old ALS data set. For the single tree detection, a local maxima filter with a radius of 1.5 m is applied to the normalized point cloud. For each pair of identified trees, the heights and their changes are extracted from the normalized ALS point clouds. For each tree, the $ho$ and the $ih_{10}$ values are calculated by averaging the extracted tree heights of the 100 highest trees in a one hectare circular surrounding. Then, the $DGZ_{100}$ values are calculated based on the above formula. Finally, the calculated $DGZ_{100}$ values for individual trees are averaged for forest stand polygons.

The derived results are quantitatively validated against the available FI data by comparing the estimated $ho$ as well as $DGZ_{100}$ values for the individual FI plots. Furthermore, a qualitative validation will be performed by local experts based on the averaged $DGZ_{100}$ for the available forest stand polygons.

**Results and Discussion**

The geometric quality analyses of the ALS derived DSMs have shown that an improvement of the georeferencing accuracy is required. Based on the adjustments of the old DSMs by applying 3D shifts, the height differences for stable objects could be minimized to less than 0.10 m. Consequently the height changes in the two ALS data sets can therefore be related to forest growth with a high degree of reliability.

The applied single tree detection algorithm leads to satisfying results, because the forest is dominated by Norway spruce, which is known from literature to be well suited for single tree detection. Furthermore, only dominant trees are required for calculating the top height and therefore missing trees in the understory do not influence the calculation of $ho$. The identification of tree pairs from the dominant canopy layer in the multi-temporal ALS data works properly, although the point densities vary between 4 and 20 pts/m². As the single tree detection and the tree height estimation was done in the normalized point cloud no smoothing effects due to surface interpolation distort the extracted tree heights. Nevertheless, several factors can still affect the estimated tree height accuracy, which need to be investigated in more detail in further analyses.

In Figure 1a individual trees are shown, that could be found in both ALS data sets. The colours show the height differences, which represents the forest growth between 2005 and 2011. It can clearly be seen, that with increasing elevation, the forest growth decreases. Furthermore, different topographic conditions (i.e. aspect, slope, etc.), which are important factors influencing the forest productivity, are reflected in the extracted tree growth values. In comparison to the derived site index values derived from the estimated $ho$ and $ih_{10}$ values (Figure 1b), the individual tree growth values are characterized by a higher variability even for a homogenous stand where a homogenous site index can be assumed. In figure 1c, the $DGZ_{100}$ values are shown for forest stands.

The quantitative validation of the estimated $ho$ values shows a good average agreement with the in-situ measured heights of the sample trees with the 50% mark in the basal area distribution (=central stem), but have a relatively high standard deviation. This can be explained by the fact, that for operational applications and due to constraints of the available FI data it is assumed, that the $ho$ is appropriately represented by the height of the central stem. The qualitative validation of the assessed $DGZ_{100}$ values will be done by local foresters in the next months after the snow smelting period.
Figure 1: a) Individual trees that could be identified in both ALS data sets colorized by individual tree height differences, b) individual trees colorized by calculated site index values based on the estimated top height values \( (h_0 \& i_{10}) \) and c) forest stands colorized by the mean site index; in the background a DTM shading is shown.

**Conclusion**

This study shows the high potential of multi-epoch ALS data for site index assessment. It could be shown that advanced georeferencing approaches are required to ensure that height changes of the ALS data can be related to tree growth, which is a fundamental input information for site index estimation. As the available ALS data sets were acquired by different ALS sensors with varying properties (i.e. flying height, incident angles, point densities, acquisition time), individual tree crown shapes will be represented in the ALS data differently. Furthermore, harvesting of individual trees took place between the two ALS acquisition times which has to be considered. The selected tree based approach, where only clearly identifiable individual trees are considered, can reduce several of these influences. The first results of this study are promising and provide a good overview regarding the site index of the entire study area.
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Introduction

Forests cover approximately one third of Earth’s total land area and are one of the most biologically diverse terrestrial ecosystems on Earth [1]. Moreover, they form habitats maintaining the majority of terrestrial biodiversity and provide a wide range of valuable ecosystem goods and services, including food, timber, and climate moderation. Understanding and monitoring forest ecosystems and their underlying processes allows the projection of biogeochemical and -physical cycles under e.g. changing climate conditions, and is essential for supporting forest management, conservation biology and ecological restoration [2]. The forest structure is considered a particularly crucial constituent of forest ecosystems functioning and processes as it e.g. influences the energy fluxes between the atmosphere and forests, serves as an indicator to determine forest stand resistance to disturbances, enables the estimation of the conservation potential for biodiversity, or allows the identification of recruitment limitations [3]. Airborne laser scanning (ALS) systems are suitable for providing not only horizontal information about the forest structure, but also detailed vertical information based on the physical measurement principles of active sensing and canopy gap fraction [4]. Forest structure information includes geometric variables such as variation in the canopy height and canopy volume, as well as biophysical variables such as fractional canopy cover [5]. Existing approaches for forest structure characterization often require a large amount of prior information at a pre-defined spatial scale and/or rely on manual processing steps, which again require prior information about stand characteristics. Therefore, most of these approaches are limited in their transferability to other sites due to necessary local calibration of the applied models, and they tend not to be directly comparable.

To overcome these limitations, we developed an automated and transferable grid-based approach to provide quantitative descriptions of canopy structure at different scales, where retrievals are based solely on ALS data [6]. Previously developed and tested on a small patch of ALS data (800 ha) from 2010, we transferred the developed method to a much larger scale (180’000 ha) using a different ALS data set in order to prove the transferability, robustness and near-operational use of the developed approach. The area is subject to different forest management practices (from natural situations to highly intensive regimes with silvicultural interventions) and contains a variety of forest types.

Study area and data

The ALS data were acquired in 2014 for the Kanton Aargau, Switzerland, under defoliated (or leaf-off) and foliated (or leaf-on) conditions, covering an area of approximately 1800 km2 (approx. 20 and 40 echoes/m2 for forested areas, respectively). A three-dimensional point cloud was obtained composed of planimetric coordinates (x and y), ellipsoidal heights (z) and the echo type, as well as the physical characteristics of the reflecting object (echo amplitude and width). The topographically corrected point cloud was derived by extracting ground returns from the point cloud and calculating the digital terrain model using an ordinary kriging method [6]. The height aboveground was then calculated for each echo of the point cloud by subtracting the interpolated DTM value at the corresponding horizontal echo location.

Forest inventory data were collected with forest structure information, such as tree species, tree height, forest cover or canopy stratification (e.g., number of canopy layers) as well as information about ground cover and understory vegetation [7]. The forest inventory data were used for validation only.
Methods

One of the essential features in the applied method is the histogram of the vertical echo heights (percentage of echoes per vertical bin) within a given horizontal grid cell. This histogram can be interpreted as a kind of synthetic waveform reflecting various forest structure features.

We derived the histograms both, on a small scale (1x1m) to take account of small-scale variations in the forest structure and on a coarser scale (20x20m) according to the size of the forest inventory plots. The histograms were calculated for the leaf-off and the leaf-on data independently as well as for the combined data. For the histogram based on the combined data, we calculated the following ALS metrics on the coarse scale: i) canopy_{lay} – the small-scale variation of the histograms within the coarse grid cell; and ii) canopy_{lay} – the amount and the extent of vertical canopy layers, whereby a canopy layer was considered to have a minimum vertical extent of ≥3m and the spacing between two layers needs to be ≥3m, following the forest inventory specifications. Canopy_{lay} was classified afterwards according to the amount of layers into ‘1-layered’, ‘2-layered’ and ‘multi-layered’ canopies.

Using the leaf-off and the leaf-on histograms, we calculated canopy_{diff} – the differences in the percentage of points in the top canopy layer, whereby the extent of the top canopy layer was indicated by canopy_{lay}. Based on the leaf-on data only, we calculated canopy_{cov} – the ratio between echoes from the forest ground/ forest floor and echoes from the forest canopy above, as a proxy for the percentage forest cover. Canopy_{cov} and canopy_{diff} were afterwards classified into significant variations/differences and non-significant variations/differences using the p-value with a significance level set to p ≤ 0.05. Significant changes in canopy_{cov} means a high variability in the vertical structure on a small-scale and thus a less good representation of the vertical structure in the coarse-scale histograms in contrast to a homogenous vertical structure, indicates by non-significant variations. Significant differences in canopy_{diff} indicate deciduous vegetation, whereas non-significant differences indicate evergreen vegetation. Table 1 gives an overview about the resulting forest structure classes.

<table>
<thead>
<tr>
<th>canopy_{diff}</th>
<th>canopy_{lay}</th>
<th>canopy_{cov}</th>
</tr>
</thead>
<tbody>
<tr>
<td>deciduous</td>
<td>1-layered</td>
<td>high variability of vertical structure vs. homogeneous vertical structure</td>
</tr>
<tr>
<td></td>
<td>2-layered</td>
<td>continuous classification (1-100%)</td>
</tr>
<tr>
<td></td>
<td>multi-layered</td>
<td></td>
</tr>
<tr>
<td>evergreen</td>
<td>1-layered</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2-layered</td>
<td></td>
</tr>
<tr>
<td></td>
<td>multi-layered</td>
<td></td>
</tr>
</tbody>
</table>

Each of the coarse-scale grid cells therefore contain information about the vertical structure and the seasonal variations of the canopy as well as information about the spatial variability of the canopy structure within the coarse-scale grid cell. For the practical application, we finally segmented the structural classes with eCognition into structural homogenous patches, which are comparable to the conventional stands used for forest management in the region.

Results

The validation shows promising results for the determined forest structure classes, particularly in terms of the seasonal (canopy_{diff}) and horizontal variation (canopy_{lay}) in the vertical canopy structure. The overall accuracy for the canopy_{cov}-based classification was 83%, whereby in average the classification performs better for the evergreen classes. The classification into deciduous and evergreen vegetation resulted in a high overall accuracy of 91%. The estimated forest cover canopy_{cov} shows with r² = 0.76 a good correlation to the field data. For the vertical stratification of the canopy (canopy_{lay}) we reached an overall accuracy of 69%, whereby the lowest accuracy was determined for the multi-layered deciduous forest and the highest accuracies for the 1- and 2-layered evergreen forests. For more developed forest stands (mean tree heights > 30 m), the different forest management strategies are partially reflected in the specific forest structure. In addition, the effect of different forest types (i.e. mixed stands or pure stands) correlates well with canopy_{cov} and canopy_{lay}. These results nicely agree with the results we achieved with the data from 2010 on the small area and show the transferability of the developed method [6].

Discussion and conclusion

The proposed forest canopy structure characterization improves existing structure classification approaches as it adds a more detailed description of the vertical stratification of the forest canopy and their horizontal variability. For example, the consideration of the small scale variations of vertical canopy structure is an important indicator in terms of biodiversity estimations or habitat assessments. An advantage of the proposed method is the robust development and we showed, that it can easily be adapted and harmonized to different scales as well as applied to different ALS data sets with varying data characteristics.
The validation shows satisfying results, particularly in terms of the seasonal and horizontal variety of the vertical canopy structure. In general, the transition zones between forested and non-forested areas as well as between the specific forest types are problematic, as it is always difficult to determine borders of discrete classes while looking at a continuous, natural feature space. However, the accuracy assessment of canopy stratification turned out to be very difficult. The subjective visual evaluation of the canopy stratification by the forestry experts includes a source of error and thus cannot be regarded as an error-free reference, but rather as source for a type of cross-comparison. Additionally, the canopy stratification approaches used in the forest inventory are more related to the composition of different tree development stages and less focused on the actual vertical foliage distribution. For example, received echoes from the vegetation in the lower canopy parts can be either from the forest floor, forest succession or caused by low branches of old growth trees. In terms of the ALS based canopy stratification, we are not able to differentiate between those different sources even if it would be addressed in different ways based on methods of forest inventory or forest management.

We conclude that our method can substantially improve the robustness and reliability of ALS based forest structure characterization and enables an efficient monitoring of forest structure. The proposed approach meets forest management requirements in terms of accuracy, spatial resolution and information content, and has the potential to be applied in a semi-automated fashion in the near future. The next steps will be to transfer the method to a variety of forests (boreal/tropical) to ensure unambiguous use of the application. Further, we plan to investigate the relationship and usability of the derived forest structure classes with different established forest ecosystem goods and services, such as biodiversity, forest stand resistance to disturbances and stand productivity.
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Highlights: Models leveraging repeat LiDAR and field collection campaigns may be one possible mechanism to monitor carbon flux in remote forested regions. Here, we look to the spatio-temporally data-rich Kenai Peninsula in Alaska, USA to examine the potential for Bayesian spatio-temporal mapping of terrestrial forest carbon storage and uncertainty.

Key words: multi-temporal LiDAR, carbon, prediction uncertainty, temporal misalignment

Introduction and motivations

Models leveraging repeat LiDAR and field collection campaigns may be one possible mechanism to monitor carbon flux in remote forested regions. Hopkinson et al. showed that it is possible to detect growth using repeated LiDAR collections for a pine plantation in Ontario, Canada[1]. Plot-level field measures of forest height increment paralleled corresponding changes in LiDAR height, indicating that it may be possible to track forest growth by monitoring change in LiDAR metrics from year to year. Yu et al. constructed difference metrics by subtracting LiDAR variables derived from repeat LiDAR collections[2]. Using these as predictor variables in a linear regression, they showed that forest height and volume increment can be predicted moderately well in a boreal forest in Finland. Hudak et al. developed biomass maps for two LiDAR acquisitions over a mixed conifer forest in Idaho, USA and showed that, even when LiDAR point densities differed dramatically between the datasets, it was possible to estimate change in biomass by subtracting the two predicted maps[3].

Considering the demonstrated ability of multi-temporal LiDAR to estimate forest growth, it is not surprising that there is great interest in developing forest carbon monitoring strategies that rely on repeated LiDAR acquisitions for remote areas. Allowing for sparser field campaigns, LiDAR stands to make monitoring forest carbon cheaper and more efficient than field-only sampling procedures. There are issues concerning the few procedures currently proposed to assess growth, and subsequently carbon flux, using multi-temporal LiDAR though. Most linear regression approaches implicitly assume that remote sensing and field data are collected in the same season, which is problematic for most large-area field inventory campaigns. To increase spatial field sampling coverage without incurring extra cost, typically, only portions of the network of permanent sample plots are remeasured each year. Since the LiDAR and field data need to be coincident for proper calibration, the researcher is forced to discard all inventory data from other years or otherwise assume temporal misalignments to be negligible. We need methods capable of using temporally disjointed data appropriately. Further, subtracting maps of separately predicted forest biomass does not allow for prediction uncertainty to be properly carried through to the estimation of carbon flux. Without an accurate and useful assessment of carbon flux uncertainty, we have no way of understanding if predicted values are reliable.

Here, we look to the spatio-temporally data-rich Kenai Peninsula in Alaska, USA to examine the potential for Bayesian spatio-temporal mapping of terrestrial forest carbon storage and uncertainty. The modeling framework explored here can predict forest carbon through space and time, while formally propagating uncertainty through to prediction. Bayesian spatio-temporal models are flexible frameworks allowing for forest growth processes to be formally integrated into the model. By incorporating a mechanism for growth—using temporally repeated field and LiDAR data—we can more fully exploit the information-rich field inventory network to improve prediction accuracy.
Motivating dataset description

LiDAR data for the Kenai Peninsula has been collected on four different occasions—spatially coincident LiDAR strip samples in 2004, 09 and 14, along with a wall-to-wall collection in 2008 (Table 1). There were 436 inventory locations measured at least twice between 2002 and 2014 (Figure 1). Plot locations exhibit a clustered configuration of up to 4 plots within a cluster (Figure 1, inset). Inventory data was collected according to the US Forest Service Forest Inventory Analysis plot design[4]. LiDAR information was acquired at least once over most of the inventory plots with many having LiDAR collected during 2, 3 or 4 different campaigns.

Table 1: LiDAR acquisitions

<table>
<thead>
<tr>
<th>Acquisition year</th>
<th>Strip sampling / wall to wall</th>
<th>Strip spacing, strip width</th>
<th>Average point density</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>strip sampling</td>
<td>10 km, 300 m</td>
<td>7.88 points/m²</td>
</tr>
<tr>
<td>2008</td>
<td>wall to wall</td>
<td>NA</td>
<td>1.81 points/m²</td>
</tr>
<tr>
<td>2009</td>
<td>strip sampling</td>
<td>10 km, 300 m</td>
<td>4.13 points/m²</td>
</tr>
<tr>
<td>2014</td>
<td>strip sampling</td>
<td>10 km, 300 m</td>
<td>7.38 points/m²</td>
</tr>
</tbody>
</table>

Figure 1: Kenai Peninsula study area. The orange region represents the coverage area for the 2008 wall-to-wall LiDAR dataset. The green areas represent the 2014 LiDAR strip dataset coverage. The 2004 and 2009 LiDAR datasets closely (but not completely) spatially coincide with the 2014 LiDAR dataset. The purple cross hairs locate the inventory plot locations (FUZZED). The inset map in the top left area of the figure zooms in on one cluster of plot locations. The Alaska state boundary map in the lower shows the location of the Kenai Peninsula in red.
Model framework

Bayesian hierarchical spatio-temporal modeling frameworks offer a useful solution to the problems of temporally misaligned data and uncertainty assessment [5]. Here, we explore this class of models to develop a unified statistical framework capable of coupling the temporally misaligned and repeated measures of field inventory and LiDAR data for the Kenai Peninsula. This framework is able to predict forest carbon through space and time, while formally propagating uncertainty through to prediction. Bayesian spatio-temporal models are flexible frameworks allowing for forest growth processes to be formally integrated into the model. By incorporating a mechanism for growth—using temporally repeated field and LiDAR data—we can more fully exploit the information-rich field inventory network to improve prediction accuracy[6]. These frameworks also provide access to spatially and temporally explicit posterior predictive distributions useful for summarizing uncertainty. Because predictions of forest carbon for each year result from the same model in a spatio-temporal framework, it is possible to probabilistically assess uncertainty of carbon flux by summarizing posterior predictive distributions appropriately.

Concluding Remarks

Results from this research will impact how forests are inventoried. It is too expensive to monitor terrestrial carbon flux using field-only sampling and estimation strategies and currently proposed model-based techniques leveraging LiDAR lack the ability to properly utilize temporally misaligned data—we need new and innovative methods to track forest carbon dynamics in remote regions. Bayesian hierarchical spatio-temporal modeling frameworks offer a solution to these shortcomings and, further, easily allow for formal predictive error assessment. which is useful decision making about the certainty of our estimates and about when and where to collect future field and LiDAR data to best improve prediction accuracy.
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Highlights: This study demonstrates that terrestrial laser scanner data acquisition allows forest inventory to be enhance by quantifying space occupation using landscape ecology patch metrics at the plot scale and allows the development to be monitored.
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Introduction

According to the current Quebec Sustainable Forestry Act [1], new silvicultural approaches must be developed [2]. One such adaptation is variable tree retention (VTR) during clear-cut harvesting. As its objectives, VTR leaves retention trees in the cut-blocks that should survive for the next 40 to 50 years, in order to introduce some structural complexity in the future stand [3]. The first operational trials of VTR in eastern Quebec, Canada, used a grouped-tree method, where 2 groups of unharvested trees covering 200-400 m² are left standing per hectare of harvested forest [4]. In order to minimize windthrow, forest managers have tried to establish the groups in parts of the pre-existing stand that exhibit high structural complexity [5]. Quantifying such structural complexity and the development of these metrics over time is not easily accomplish with normal forest inventory data.

Retention group attributes and their changes in time were characterized with multi-temporal terrestrial laser scanner (TLS) data in order: (i) to evaluate the TLS-derived metrics, which can be used to study forest dynamics; and (ii) to identify which attributes are correlated with lower windthrow damage. The TLS-derived metrics were analyzed using landscape ecology approaches [6], as these offer theory and methods that can help to understand spatial patterns. At the landscape level, several studies have used airborne laser scanner (ALS) information to characterize forest structure and pattern using landscape ecology metrics [7]. These can also be used in studying retention groups, by assuming that they are small landscapes where subgroup or individual trees form patches.

Material and methods

A total of 12 retention-tree groups covering areas of 300 m² to 880 m² from 3 sites were followed for first 3 consecutive years following harvesting (i.e., 2011, 2012 and 2013). Each group consisted of a permanent sample plot that was established in 2011, with trees being numbered and measured (e.g., diameter at breast height and height) in years 1 and 2. This inventory was used to estimate the change in basal area over the 1st year.

In 2011, retention-tree groups were scanned using a Leica ScanStation 2. A Faro LS Focus 3D was used in subsequent years. A total of 3 to 9 scans were used to scan each group, depending upon group size. To reduce the point cloud size in terms of information volume to process, and because of diverse point cloud properties (number and location of scans, resolution and quality), point density was reduced, retaining 1 point per 5 mm-resolution voxel.

Using Comptutre software, a digital terrain model (DTM) was built with a 50 cm grid. The digital surface model (DSM) was constructed from the highest points in the grid. The difference between the DSM and the DTM represents the height model (DHM). DHM values were grouped into 4 classes corresponding to tree dominance class. This was used to obtain a mosaic where dominant and co-dominant trees are considered as patches. These patches are then used to quantify the basic landscape ecology metrics.

Class heights (Fig. 1b) were analyzed using FRAGSTATS software to estimate canopy change and quantify the effects of mortality on the canopy structure.

- Canopy density (CD), which was used to measure windfall severity, was calculated as the percentage of the area occupied by tree crowns in horizontal projection, with the values for each class representing the vertical layering.
- Patch area (PA), the number of patches (n), and mean patch area (MPA) were used to estimate spatial distribution heterogeneity.
- Connectivity (C) of a class, which was calculated as the relative size of the larger patch, was used to quantify mortality. Tree death will induce a greater connectivity index value if it is concentrated within part of the group rather than tree mortality being spread across the whole group.
The Division index (DIVI) is based upon the cumulative patch area distribution and is interpreted as the probability that two randomly chosen pixels in the landscape are not situated within the same patch of the corresponding patch type. It is calculated with the dominant and co-dominant height class (DIVI4), and yields information on mature cover distribution. Canopy roughness, which is measured with the Division Index for all height classes (DIVI), yields overall height class heterogeneity or fragmentation in the retention-tree groups.

$$DIVI = \left[ 1 - \sum_{j=1}^{n} \left( \frac{a_{ij}}{A} \right)^2 \right]$$

where $a_{ij} = \text{area (m}^2\text{)}$ of patch ij
$n = \text{number of patches}$
$A = \text{total landscape area (m}^2\text{)}$.

Canopy heterogeneity was quantified with the Rumple Index, calculated as the ratio between the DSM area and the DTM area.

Changes in the connectivity index, canopy roughness (DIVI), and the Rumple Index measure the effect of windthrow within the plot in terms of canopy heterogeneity.

**Results**

Variation in windthrow was very high, ranging from no loss to about 80% of the basal area (Fig. 1). A very strong relationship was found between the change in basal area and the change in canopy density, where the reduction in CD was found to be more pronounced for groups with high windfall (Fig. 1a). The Rumple and division indices of all height classes show similar trends (Fig. 1a). The canopy density of the dominant-codominant height class (CD$_4$) exhibited an inverse trend, where the groups with the most windthrow had a positive increase in CD$_4$ (Fig. 1a). Group heterogeneity is proportional to windfall damage. Thus, as tree loss increases, it is normal to observe large changes in metrics that are associated with heterogeneity (e.g., CD, DIVI, Rumple Index). Patch area (not illustrated) also changes with windfall damage, where patch area, especially patch area of the dominant-codominant height class, is inversely proportional to the observed loss in basal area.

The relationship between windthrow damage and initial TLS-based metrics is not clear (Fig. 1c). The strongest ones were observed with the Rumple Index and canopy density of the dominant-co-dominant (CD$_4$) metrics. Windfall was more important for groups with high Rumple Indices as well as with high CD$_4$ values.
Conclusion

Our results show a high degree of variability in structural complexity during forest development, which coincides with Kane et al.’s [6] study based on ALS data. Windfall is also a complex phenomenon. Our efforts concentrated on determining which TLS-derived metrics could be used (i) to follow forest dynamics and (ii) to help predict the stability of variable harvesting group-trees. The use of traditional landscape ecology metrics at a finer scale is promising, as we demonstrated that they can be estimated from TLS data and used to follow windthrow over a broad range of disturbance intensities. However, the studied TLS metrics are not very useful in predicting group-tree stability.

Our results will help further integrate TLS data into forest management decisions, especially in the cases where there are important shifts in management paradigms.

TLS appears as a promising tool for improving forest inventories by acquiring data that better describe forest ecosystems, and their temporal and geographic changes. Besides monitoring variable retention-tree harvesting, we can imagine, for example, the potential of using TLS and landscape metrics at the plot- and stand-scale to describe and to quantify the differences between managed and natural forests in order for forest managers to quantify how their ecosystem-based management meets the expected objectives.
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Highlights: We develop a scaling technique of ALS-derived aboveground biomass using high resolution satellite data in tropical seasonal forest. First, we investigated the relationship between canopy heights derived from ALS and aboveground biomass from field survey. Then, we modelled the relationship between reflectance properties in satellite data and aboveground biomass from ALS.
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Introduction

REDD+ (Reducing emissions from deforestation and forest degradation in developing countries; and the role of conservation, sustainable management of forests and enhancement of forest carbon stocks in developing countries) is identified as one of the most effective means to reduce GHG emission in the post-Kyoto climate change negotiation. A reliable and credible system of measurement, reporting and verification (MRV) of forest carbon changes is a cornerstone of any national REDD+. An MRV system should follow the international requirements and also be adapted to the country’s specific conditions, e.g. vegetation, economy, culture, institution and/or the deforestation/forest degradation drivers. A REDD+ participating country should prepare such a forest carbon change MRV system prior to a full implementation of REDD+ so as to promptly estimate the carbon budget and its historical trend for the reference level.

Precise and efficient forest carbon monitoring technologies are indispensable for an MRV system. Innovative remote sensing technologies with ground measurement should be able to promote forest carbon monitoring with higher precision and efficiency while following the international requirement. It is thus important for scientists to develop possible carbon monitoring methods utilizing such remote sensing technologies and to evaluate their precision and efficiency so as to implement them in a future carbon MRV.

This study aims to develop a scaling technique of ALS-derived aboveground biomass using high resolution satellite data in tropical seasonal forest.

Materials and Methods

Study area and field data collection

Study area is located in Kompong Thom Province, Cambodia. In this study area, evergreen forest, deciduous forest, mixed forest and regeneration can be seen. We established 35 sample plots (30×30 m or 50×50 m) and determined the coordinates at the centre of each plot by using a global positioning system (GPS) receiver so that we could superimpose the plots on high-resolution satellite images. We measured the diameters at breast height of all standing trees in the sample plots and the aboveground biomass in each plot was calculated.

Remotely sensed data

The ALS data were acquired in January 2012. The flight altitude of the helicopter above the ground was about 500 m, and the average flight speed was approximately 25 m/s. The repetition frequency of laser pulses was 100 kHz. The maximum scan angle (off nadir) was 12°. The sampling density of the laser scanning was 18.7 laser pulses/m². Total area of data acquisition by air survey was about 25 km².

The DEM and DSM of the study area were generated from the ALS data with a 50-cm cell size. The DEM was generated from the last returns of the laser pulses, and the DSM was generated by assigning the highest first-return value of the laser pulses for each cell as the cell's value. A digital canopy height model (DCHM), which describes the canopy height above the ground level, was calculated by subtracting the DEM from the DSM.

QuickBird panchromatic and multi-spectral data, which has 0.61 m and 2.44 m ground resolution at nadir, were acquired on 1 February 2010. The data were geo-registered to the Universal Transverse Mercator (UTM)
coordinate system (WGS 84, zone 51) with 0.7 m and 2.8 m ground resolution using the nearest neighbour method for resampling to maintain original reflectance properties.

**Data analysis**

Mean canopy height for each plot was calculated from DCHM derived from the airborne laser scanner data. Then, we investigated the relationship between mean DCHM and above-ground biomass estimated measured in our field survey of the 35 sample plots. We plotted the mean DCHM derived from ALS \((x)\) against aboveground biomass \((y)\) of the 35 sample plots, and we used the results to estimate the parameters \(p\) and \(q\) in the following Equation.

\[
y = px^q
\]  

(1)

Segmentation in the object-oriented approach is characterized by the integrated use of spectral and textural information in comparison to the single use of spectral information in conventional pixel-based classification. We investigated the effect of the parameter concerning heterogeneity in segmentation in the object-oriented approach, on the number and average size of generated objects. The segmentation of high-resolution satellite data was conducted using eCognition software for object-oriented classification. Generated objects were used for this analysis. The average and standard deviation in digital number of panchromatic data and that of the four bands of multispectral data for these objects were calculated. The average and standard deviation of NDVI were also used for the analysis.

Then, we conducted multi-regression analysis using aboveground biomass derived from ALS data by object and properties of high resolution satellite data by object to scale up the result of estimation of aboveground biomass derived from ALS.

\[
\text{Biomass} = \beta + \sum \alpha_i \text{ (band}_i\text{-mean)} + \alpha_5 \text{ (pan}_\text{-mean)} + \alpha_6 \text{ (NDVI}_\text{-mean)}
\]  

(2)

**Results and Discussion**

**Aboveground biomass estimation from ALS**

The relationship between mean DCHM from ALS data and aboveground biomass from field survey was shown in Figure 1. From Figure 1, we estimated aboveground biomass using the following Equation.

\[
y = 3.8406x^{1.414} \quad (R^2=0.80)
\]  

(3)

![Figure 1. The relationship between mean DCHM from ALS data and aboveground biomass from field survey](image)

**Scale-up of aboveground biomass estimation**

Segmentation for high resolution satellite data was conducted and objects for domain with similarity of canopy structure were generated (Figure 2). The result of multi-regression analysis using aboveground biomass derived from ALS data by object and properties of high resolution satellite data by object (i.e. coefficients of Equation (2)) was shown in Table 1. Using the model of Equation (2), we estimated aboveground biomass for each object using the properties of reflectance in high resolution satellite data and mapped them (Figure 3).
Conclusions

In UNFCCC Decision, a combination of remote sensing and ground-based inventory is recommended to establish a national forest monitoring system. However, there are many issues for ground-based inventory in developing countries (accessibility and road condition, weather, ownership, etc.). High precision remote sensing make it possible to estimate emission factor, namely, forest carbon stock per unit area by forest type, instead of ground-based inventory.

Table 1. Coefficients of Equation (2)

|  |  
|---|---|
| $\beta$ | -221.72 |
| $\sigma_1$ | 4.84 |
| $\sigma_2$ | -4.91 |
| $\sigma_3$ | 2.57 |
| $\sigma_4$ | 0.53 |
| $\sigma_5$ | -0.71 |
| $\sigma_6$ | 4.95 |
Data assimilation in forest inventory: First empirical results using ALS data
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Highlights: A first data assimilation case study using a time series of ALS for updating forest stand data is presented. Forest stand data are predicted from each ALS acquisition. Kalman filtering and growth models are then used to combine each new ALS based prediction with forecasts from the previous data acquisition.
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Introduction

Data assimilation is a technique that offers great potential for combining all new sources of data of relevance for forest estimates [1]. The success of data assimilation in other areas, such as meteorology, is well documented [2]. However, in order to realize the potentials in the context of forestry the statistical methods need to be adapted to this field of application. In brief, a system for data assimilation in forestry should be based on a geographical model of the forest in which forest data are forecasted using growth models. All new data from remote sensing and from measurements in field, should then be used to adjust the forecasted forest information to the extent motivated by the accuracy of the new data compared to the accuracy of the forecasts.

The objective of this study was to present first empirical results of the application of data assimilation to forest stand data using remote sensing data from airborne laser scanning (ALS). In a previous study made by our research group, the results were based on theoretical assumptions [1]. In the present study we applied data assimilation to predictions based on empirical data from ALS data from six occasions obtained over an 8 year period (2003–2011). The target variables were Lorey’s mean height, basal area and growing stock volume. The results from data assimilation were compared with two established methods; prediction using ALS data from the most recent time point or forecasting of ALS predictions using growth models.

Material and Methods

Study area

The study was carried out at the forest estate Remningstorp in south-western Sweden (lat. 13° 37’ N; long. 58° 28’ E). The forest is dominated by Norway spruce (Picea abies) and Scots Pine (Pinus sylvestris), with some deciduous forest of mainly birch (Betula spp.).

Remote sensing data

Airborne laser scanning (ALS) data from six years: 2003, 2004, 2007, 2008, 2010 and 2011 were used for the assimilation. The scanings were acquired in the autumn under leaf-on conditions except for 2007 and 2011 which were acquired in the spring under leaf-off conditions. Metrics were extracted with LAStools using a height threshold of 2 m [3]. The sample plot area was used for extracting metrics when developing the prediction models and raster cells of 18 m × 18 m when applying the prediction models for the evaluation plots.

Field reference data

The field reference training data set used to predict the three target variables consisted of two field campaigns. The first field campaign was year 2004 and 2005 and collected sample plots with 10 m radius in a regular pattern with 40 m distance between the plot centers. A subset of these plots, in total 258, was used as field reference for the ALS data acquired in 2003, 2004, 2007 and 2008. The field data was for- or back-casted to obtain as good temporal match as possible. This was done using the Heureka forestry decision support system [4].

The second field reference training data set was collected in year 2010 and consisted of 263 sample plots with 10 m radius in a regular pattern with 200 m distance between the plot centers. This reference data was used for the two latest ALS acquisitions.

Prediction of target variables

Prediction of the target variables, Lorey’s mean height, basal area and growing stock volume, was done using the area-based method [5]. To predict Lorey’s mean height, the 95th height percentile was used. In the prediction model for basal area and growing stock volume, the vegetation ratio and the quadratic average of the returns
were used. These variables were selected with support of best subset regression to find two predictors describing height and density. The selected metrics were forced to be the same for all acquisitions.

**Growth models**

Growth models were developed to estimate the growth between one assimilation and the date of the next ALS acquisition. These functions were developed through regression analysis and used permanent plots from the Swedish National Forest Inventory [6].

**Evaluation plots**

The plots used to evaluate data assimilation consisted of ten 40 m radius sample plots in normally developed stands without cuttings in the time period between 2003 and 2011. All plots were however not covered by all laser scanning’s and the number of actual scannings used in the assimilation of an evaluation plot varied between two and six, with an average of 3.7. Validation data for year 2011 were obtained by calipering all trees at these evaluation plots and a sample of trees were height measured.

**Data assimilation**

Existing information about a forest area is forecasted using a model that provides an estimate at the time of the next data acquisition and an estimate of the precision of the forecasted information. Thus, the precision of the forecasted information can be compared with the precision of the new information. In the assimilation step, the two sources of information are combined through weights that are inversely proportional to their variances. The combined estimate is then forecasted to the time point of the next data acquisition, etc.

In this study we applied the extended Kalman filter [7] for the data assimilation. Only one variable at the time was addressed. The other variables used in the growth models were site index, tree species composition and age, which were known from field surveys and assumed known without errors.

Modeling the development over time of the target variable is a core part of the data assimilation system. Using the extended Kalman filter, the assimilated variable, \( \hat{x}_t \), can be calculated at time point \( t \) as

\[
\hat{x}_t = (1 - K_t) \tilde{x}_t + K_t \tilde{z}_t
\]

where \( K_t \) is the Kalman gain calculated as

\[
K_t = \frac{\tilde{p}_t^2}{\tilde{p}_t^2 + \tilde{r}_t^2}
\]

and \( \tilde{p}_t^2 \) is the variance of the forecasted value, \( \tilde{x}_t \), and \( \tilde{r}_t^2 \) is the variance of the prediction from ALS data, \( \tilde{z}_t \). Further, the variance of the assimilated variable, \( \hat{x}_t \), can be calculated as

\[
\tilde{p}_t^2 = (1 - K_t) \tilde{p}_t^2.
\]

The assimilation was conducted for each raster element (18 m \( \times \) 18 m). For validation on the evaluation plots, the mean value was calculated of the raster elements with center point within each evaluation plot’s boundary.

**Results**

Data assimilation was compared to the two established methods: prediction using ALS data from the most recent time point and forecasting of ALS predictions from the first time point. Field measured evaluation plots consisting of 40 m radius sample plots were used as ground truth. Figure 1 shows the deviation from the field measured value for each of the methods and the ten evaluation plots, for the variable basal area. Table 1 shows the RMSE of the deviation from the field measurements for all three estimated variables. It can be seen that the mean deviations are smaller using data assimilation compared to forecasting the value from the first ALS data prediction. The prediction using the most recent ALS data resulted in lower RMSE for Lorey’s mean height though.

![Figure 1: Deviation of basal area calculated as each methods value 2010 minus the field measured value 2010 for the ten evaluation plots.](image-url)
Table 1: RMSE of the ten assimilated plots. In parenthesis the relative RMSE. The comparison is to the field measured values for the plots.

<table>
<thead>
<tr>
<th>Target variable</th>
<th>Unit</th>
<th>Assimilated</th>
<th>Last ALS</th>
<th>Forecast from first ALS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lorey’s mean height</td>
<td>m</td>
<td>1.7 (8.5%)</td>
<td>1.6 (8.0%)</td>
<td>2.0 (9.9%)</td>
</tr>
<tr>
<td>Basal area</td>
<td>m²/ha</td>
<td>3.1 (9.5%)</td>
<td>3.5 (10.8%)</td>
<td>4.7 (14.5%)</td>
</tr>
<tr>
<td>Stem volume</td>
<td>m³/ha</td>
<td>41.0 (13.3%)</td>
<td>44.1 (14.3%)</td>
<td>63.5 (20.6%)</td>
</tr>
</tbody>
</table>

Discussion

In this study the potential of data assimilation is verified. The strength of data assimilation will probably first be seen when combining data from several remote sensing techniques. For example if data first is acquired using ALS and the next data acquisition with a cheaper technique and probably lower accuracy, we will be able to update the high accuracy acquisition from the ALS with new data. As we only use ALS data in this early study, there might be temporal autocorrelations between the estimation errors. Methods to compensate for this will be developed in future studies.

The first acquisition is from year 2003 and the last from 2011. This means that it is a rather short time period for forestry. In an operational case we would have a model that continuously is updated when new data become available and probably span over much longer time than eight years.

Further research is needed to investigate at which level the assimilation should be performed. It could be more convenient to assimilate directly on the whole plot instead of splitting the plot into raster cells.

In this study we relied on only two field training data sets and forecasting or back-casting was done to the years’ of the ALS acquisitions. The use of only two field surveys is probably the most limiting factor which might explain why the assimilation results is only marginally better than the use of only the latest time-point. In a best case we would have field data from every year where remote sensing data is available. The starting point for the assimilation is an estimate using the first ALS data. Another possibility would be to start with the last known state for each stand, for example from the forest stand register.

Conclusions

This study presents among the first results of a data assimilation of forest stand variables. The results verify the potential of data assimilation, but the study also identifies several practical obstacles that must be addressed before data assimilation can be successfully applied in practice.
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Highlights: We demonstrate how Airborne Laser Scanning data can be used to estimate forest site productivity. Two approaches are presented: first, we enhance site index predictions with ALS-derived dominant height; second, we develop a productivity model with additional information on stand age derived from Landsat time series.
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Introduction

Sustainable forest management requires accurate information on a range of forest stand attributes. This information, collected during forest inventories, is crucial for evaluating current and projected conditions of a forest, as well as being critical for assessing the consequences of management decisions. Among all possible forest attributes, the potential of a site to produce biomass remains one the most important as this information is fundamental for decisions regarding optimal species composition, rotation age, allowable cut and most importantly, to forecast future timber yield.

The most common approach for measuring forest site productivity is site index (SI), which describes a forest stand as a relation between tree age and height [1]. Site index has conventionally been constructed by modelling the height growth of a subset of the largest trees at a given location and for a given species, according to the concept that stand dominant height is correlated with stand volume. The height of the stand at 50 years (in Canada) is then used as an index of potential site productivity allowing estimates to be compared across sites and across stands of different ages.

Two pieces of information are then needed to estimate forest site productivity: stand dominant height and age. Stand dominant height can be determined using Airborne Laser Scanning (ALS) data. Three-dimensional point clouds acquired with ALS are increasingly used as an information source for forest inventories, and provide the capacity to generate accurate estimates of volume, basal area, and stand height. From all the forest stand attributes possible to estimate with ALS data, height is the attribute estimated with the greatest accuracy.

In managed forests, information about stand age can be obtained from forest inventory records. Alternatively, stand age can be estimated with time series of satellite imagery. With the first mission launched in 1972, the available archive of Landsat data represents more than 40 years of observations, and since 1982, has been acquired at 30 m spatial resolution with consistent spectral resolutions across multiple satellite missions. Time series analyses of annual Landsat imagery enables detection and mapping of stand replacing disturbances and their attributes such as spatial location, extent, and date [2]. Time since disturbance (TSD) can then be used as a proxy for estimating stand age.

In this paper, we demonstrate two methods of how ALS point clouds can be used to estimate forest site productivity. Both methods are based on dominant height estimates derived with ALS data and age estimates obtained from forest inventory or derived with time series of Landsat imagery. We first use existing productivity models and ALS-based dominant height as input data to derive site index estimates. Second, we demonstrate how integrated stand dominant height information from ALS point clouds and stand age derived from time series of Landsat images can be used to develop a forest site productivity model. In both cases, we compare the productivity estimates with inventory data and discuss the strengths and weaknesses of the presented methods.

Methods

The study area was located on northern Vancouver Island, British Columbia, Canada. Forest inventory data were used to provide reference information for forest stand age, dominant height, and site productivity (site index). According to the forest inventory data, the average age of stands was 144 years (σ = 127 years).

ALS point clouds were acquired in 2012 with average first return point density of 11.6 points/m². Dominant height was estimated by dividing a stand into 10 x 10 m cells and computing maximum height for each of the cells using the normalized point cloud. The final dominant height estimate is calculated as the weighted mean of all the maximum heights, with the number of non-ground returns within each cell used as the weight.
Information on stand age was extracted from two sources: forest inventory and using an approach based on the Vegetation Change Tracker (VCT) [3]. In the second case stand-replacing disturbance events were detected and attributed to the correct disturbance year. From the disturbance date, we calculated the time since disturbance (TSD) and used this as a proxy for stand age.

We first investigated the outcomes of using ALS-based dominant height information by comparing it with dominant height from forest inventory. We also assessed the impact of the revised site indices on future stand merchantable volume projections. In this case stand age information was provided by forest inventory data [4].

In the second case we developed a site productivity model using a guide curve approach [5]. In this approach, a curve is first fit to the height-age measurements and confidence intervals are calculated. The site productivity model is derived by calculating the proportional distance between the given height and age values and the modelled guide curve. The reference age was set to the maximum year in the chronosequence, which was limited by the Landsat Thematic Mapper (TM) archive (32 years in our case). The model was validated with 120 randomly selected plots. For each plot, we extracted the reference age, dominant height, and site index value from the forest inventory data, and dominant height and age as estimated from the ALS and Landsat disturbance map, respectively. We then compared the reference and predicted values by calculating the bias, RMSE, and correlation coefficient [6].

Results

Stand dominant heights directly estimated from ALS data were compared to stand heights modelled using height-age curves and forest inventory data. Overall, we observed an absolute mean difference of 3.5 m (predicted-observed), and relative mean difference of 25.6%; Similar trends were observed across all species, with western red cedar having the largest, significant difference (ΔH = 5.4 m, p = 0.000) and Sitka spruce having the smallest, significant difference (ΔH = 1.7 m, p = 0.023) [4].

The developed productivity model (Figure 1) had a following form:

\[
SP = 11.53 - 6.81 \times \frac{h_G - h_T}{h_G - h_L}
\]

(1)

\[
h_G = 109.06 \times (1 - e^{-0.0041 \times \text{age}})^{1.0705}
\]

(2)

\[
h_L = 44.72 \times (1 - e^{-0.0041 \times \text{age}})^{1.0705}
\]

(3)

where SP is the site productivity, h_T is stand dominant height, age is stand age.

Model validation indicated that when the remotely sensed chronosequence data were used, an overestimate of 0.70 m (10.1%), with RMSE of 5.55 (53.02%). The correlation coefficient was 0.63 and the Wilcoxon test indicated that the remote sensing-based estimates of site productivity were significantly different than those derived with the forest inventory reference data (α=0.05) [6].

Figure 1. Guide curve fitted in the height-age measurements. 95% confidence intervals presented as dashed lines.
Discussion

In this research, we demonstrated a method of using ALS point clouds to improve existing estimates of forest site productivity and to develop productivity models fully based on remote sensing data.

First, we used ALS data, in concert with age information from a forest inventory, to investigate the robustness of existing site index estimates in the inventory. The site index estimates in the inventory were derived from height-age curves, which were developed using ground sampling. Although the height-age curves themselves are developed using a network of ground samples, the curves are applied in the inventory using attributes that are photo-interpreted (i.e., species, age, height). Our analyses indicated that the current site index estimates in the forest inventory consistently underestimate site potential (by 3.5 m on average) and this finding is in keeping with what others have reported in the literature [7].

Second, we integrated a time series of Landsat imagery and ALS point clouds to provide an indicator of forest site productivity. By integrating information extracted from these two sources of spatial data we established a chronosequence of sample units from which we obtained a good approximation of stand growth. We used the chronosequence to develop a model of site productivity, demonstrating that remotely sensed data sources have potential to provide such information in areas that may be lacking detailed forest inventory information.

We conclude that there is utility in both presented approaches: ALS data can be used to augment the estimates of site productivity by providing measures of dominant height, as well as to develop productivity models, which in the presented case were based exclusively on remotely sensed data sources. Improved information on site productivity is important to support a range of information needs, including forest growth and yield predictions, understanding of climate change impacts, aiding in the estimation of post-disturbance recovery, and enabling spatially explicit carbon budget models.
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Characterizing changes in structural complexity following fire in the western Canadian boreal using a combination of Landsat time-series and airborne lidar data
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Highlights: We detect high-severity fires using Landsat time-series data and assess structural response to these fires using airborne lidar transects. By sampling > 600 burned patches at various times since fire, we construct a 25-year chronosequence of structural development and assess various lidar metrics that inform on stand structural complexity.
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Introduction

Fire is a dominant driver of forest structure and carbon dynamics in Canada’s boreal forests. As the northern boreal of Canada is not subject to routine, area-wide, forest inventory, we lack a strong characterization of the impacts of fire on forest structure over this extensive forested area. As access to northern forests in Canada is limited, assessing post-fire structure through field measurements alone is challenging and expensive. Landsat data has been used extensively to detect and describe forest disturbances (e.g., [1]), allowing the timing and severity of boreal fires to be assessed over large areas. However, without information on three-dimensional structure, the role of Landsat for assessing structural development following disturbance is limited. Recent attempts to assess structural development following disturbance have relied on a fusion of Landsat data and Light Detection and Ranging (lidar) data (e.g., [2]). Specifically, Landsat time-series data is used to detect disturbances and lidar data is used to assess post-disturbance structure.

In this study, we detect high-severity fires across 40 million ha of boreal forests using Landsat time-series data (1985-2010), and observe the structural response to fires using transects of airborne lidar data. We focus our attention on lidar metrics that describe stand structural complexity, and discuss the information that each complexity metric provides during early stand development.

Methods

Data and Processing

Thirteen Landsat scenes in the Boreal Shield West ecozone of Canada were selected to detect high-severity fires from 1985-2010 (Figure 1). All available summer imagery from 1984-2013 with less than 60% cloud cover was downloaded and processed for each scene (> 2000 images in total). High severity fires were detected by applying a pre-defined threshold of the differenced Normalized Burn Ratio (dNBR) developed by Hall et al. [3] for boreal fires (see [4] for details).

In the summer of 2010, 34 transects of airborne lidar data were collected across the Canadian boreal by the Canadian Forest Service, in collaboration with the Canadian Consortium for Lidar Environmental Applications Research (C-CLEAR) and the Applied Geomatics Research Group [5]. These transects, which stretched from the Yukon to Newfoundland, totalled 25,000 km in length and were collected using an Optech ALTM 3100 discrete return sensor. The average pulse density was 2.8 returns/m² and the minimum swath width was 400 m. Approximately 4,500 km of these transects fall within the Boreal Shield West ecozone.

Calculation of lidar metrics

We calculated lidar metrics for each burned patch that intersected the lidar transects. We assessed structural complexity for each burned patch using four metrics (Table 1). First, we calculated rumple, which describes the roughness of the canopy surface and is calculated by dividing the area of the canopy surface by the area of the ground surface [6]. Second, we calculated the coefficient of variation (CV) of return height, which relates to the variability in structural elements within a canopy (i.e., the more variability in structural elements, the higher the CV, [7]). Third, we calculated the skewness of lidar returns, which could relate to the distribution of tree sizes within a stand (i.e., high skewness would suggest un-even distribution of tree sizes). Finally, we
calculated the kurtosis of lidar returns, which could indicate if vegetation is dense at uniform height or spread over a wide vertical range.

Results

The lidar metrics employed to assess structural complexity displayed markedly different trends as a function of years since fire (YSF). Rumple remained similar to patches with no record of burning in the first 10 YSF, but was significantly lower (p < 0.001) for patches at 10 – 25 YSF for both dense and open forests. Alternatively, CV was significantly lower (p < 0.001) in the first five YSF compared to unburned patches, but

<table>
<thead>
<tr>
<th>Lidar metric</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rumple [6]</td>
<td>Roughness of the canopy surface</td>
</tr>
<tr>
<td>Coefficient of Variation</td>
<td>Variability in return height</td>
</tr>
<tr>
<td>Skewness</td>
<td>Symmetry of vertical distribution</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>Peakedness of the vertical distribution</td>
</tr>
</tbody>
</table>
increased to 10 – 15 YSF for both dense and open patches. After peaking at 10 – 15 YSF, the CV displayed a decreasing trend to 20 – 25 YSF. By 20 – 25 YSF, the CV was again significantly lower (p < 0.001) than in patches with no record of burning. Skewness and kurtosis displayed similar patterns after fire. Both metrics remained similar to unburned patches in the first ten YSF, and increased sharply for dense patches at 10 – 15 YSF. Skewness and kurtosis also increased for open patches, but the increase was more gradual than in dense forest patches. Skewness and kurtosis remained significantly higher for dense and open patches at 20 – 25 YSF compared to unburned forest patches.

Discussion

The area of burned forests sampled in this analysis (> 13,000 ha), and the range of structural responses observed, provides systematic and quantitative means to assess variability in structural response to fire across the Canadian boreal. Here, we have compared and contrasted a number of lidar metrics that inform on stand structural complexity. The varying patterns observed for each metric as a function of time since fire highlight the unique structural characteristics that each metric captures. Rumble remained high in the first ten YSF due to the large contrast in height between residual structures (i.e., surviving trees or snags) and the open areas created by fire. Rumble decreased sharply at 10-15 YSF as regenerating trees began to fill the open canopy space, leading to a young, homogenous stand structure. The results of CV were highly influenced by changes in the mean return height through time (i.e., CV is calculated as the standard deviation of return height divided by the mean of return height). Specifically, the mean height remained high in the first ten YSF, as lidar metrics were sensitive to residual canopy structures. Mean height decreased at 10 – 15 YSF as most returns were from the young, regenerating vegetation at this time. The CV was therefore low in the first ten YSF, when mean height remained high, and increased when mean height decreased at 10 -15 YSF. A slow increase in mean height from 10 -25 YSF led to the decreasing trend in CV. The finding that CV was significantly lower at 20 -25 YSF compared to unburned patches also suggests a young, homogenous stand structure. Alternatively, the sharp increase in skewness at 10 - 15 YSF highlights the contrast between young, regenerating trees and older surviving trees and snags. The sharp increase for kurtosis at 10 -15 YSF suggests that the majority of returns from the young, regenerating vegetation are from a uniform height.

While each metric provides unique information on stand complexity, the metrics tell a similar story. The first ten years following boreal fire are characterized by residual canopy structures, as regenerating trees have not refilled the canopy. At 10-15 YSF, lidar metrics become sensitive to new vegetation growth, which is characterized by young, homogenous vegetation. While these young stands are characterized by more homogenous structure than stands with no record of burning, high skewness suggests that residual structures remain in many of these stands. Through this analysis, we provide an efficient approach for characterizing structural response to disturbance using lidar structural metrics in combination with metrics derived from Landsat time-series data. The approach applied can improve our characterization of the impact of fires on boreal carbon budgets as well as inform management activities that aim to emulate natural disturbance events. Through this analysis, we provide an efficient approach for characterizing structural response to disturbance using lidar structural metrics in combination with metrics derived from Landsat time-series data.
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Highlights: Data from multi-sensor airborne imaging, forest inventory plots, and satellite estimates of burn rates and severity were used to characterize the spatial heterogeneity of post-fire vegetation succession in interior Alaska, where responses may vary due to fire severity, landscape position and environmental gradients.
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Introduction

Wildfires are the most common forest disturbance in interior Alaska. Recent research suggests that fire severity has increased in interior Alaska in response to climate warming, and more intense fires may alter post-fire succession to favor deciduous stands rather than black spruce [1,2]. These disturbance-driven changes, if consistent at the regional scale, could accelerate expected shifts in vegetation cover and composition from climate warming alone based on the widespread impacts from fire in boreal forests.

Airborne remote sensing platforms offer a unique perspective on the spatial and temporal variability in fire effects, especially in large and remote regions like interior Alaska. The effect of fire on plant community composition and forest regrowth rates reflects a range of interacting processes: pre-fire fuels, synoptic climate conditions, fire history, and environmental factors such as topography, landscape position, soil properties, and depth to surface water. To assess post-fire vegetation succession in interior Alaska across a broad range of environmental gradients and spatial scales, we analyzed a combination of ground, airborne, and satellite data sources based on the time since fire. We used data from a 2014 joint NASA-USFS field campaign in the Tanana Valley Inventory Unit, AK, which included a systematic sampling of approximately 1 million ha using Goddard's LiDAR, Hyperspectral, and Thermal Airborne Imager (G-LiHT; http://gliht.gsfc.nasa.gov) [3]. These fine-resolution (1 m), multi-sensor image data allowed us to characterize the spatial heterogeneity of vegetation structure and composition for fires between 1950-2013. This space-for-time sampling with G-LiHT data was used to evaluate post-fire responses as a function of environmental variables, burn rates, and severity estimates from satellite observations [4-6].

Study Area and Data Analysis

Interior Alaska accounts for approximately 15% of all USA forestland, approximately 450,000 km² of boreal forest types. Most of the region is inaccessible from the existing road network, which limits ground-based forest inventories and research studies. Combining ground, airborne and space-based observations allows us to extend our understanding of post-fire spatiotemporal processes to larger regions where vegetation responses vary in response to landscape position and environmental gradients.

During 2014, the USFS funded a pilot study to support the development of a lidar-assisted forest inventory approach for interior Alaska, which supported the collection of approximately 100 new forest inventory plots and a systematic sample of the Tanana Inventory Unit (120,000 km²) using NASA Goddard’s LiDAR, Hyperspectral, and Thermal (G-LiHT) airborne imager [3]. Co-registered G-LiHT data provide a unique combination of high spatial (1 m) and spectral resolution data from LiDAR (vegetation structure), imaging spectrometer (vegetation cover, composition, productivity), and thermal sensors (edaphic conditions, including inundated and frozen soils). The complementary nature of these remote sensing observations offers the opportunity to develop new, multi-sensor fusion approaches to quantify changes in composition, cover, and productivity for this critical region. Individual trees and tree clusters were delineated by a simple watershed algorithm, followed by object based classification using G-LiHT canopy heights and at-sensor reflectance products. Dead and live trees were differentiated using a greenness vegetation index threshold, and vegetation

183
types were classified using Spectral Angle Mapper (SAM). Reference spectra for different vegetation types were obtained from inventory plots, stem map areas, and visual interpretation of fine-resolution aerial photographs (along-track photos from G-LiHT's 24 MP digital camera).

Wildfires burned more than 22% of forests in the Tanana since 1984. We used burned area perimeters and severity estimates in the Monitoring Trends in Burned Severity (MTBS) database [4], which is derived from pre- and post-fire Landsat image data beginning in 1984, and MODIS burned area (MCD64A1) [5] and burn rate [6] products for fires between 2000 and 2014. We will discuss relationships between recent burn rates and severity estimates and standing dead biomass, and spatial variations in vegetation composition and recovery due to environmental conditions and fire frequency.

Conclusions

Combining ground, airborne and space-based observations allows us to extend our understanding of post-fire spatiotemporal processes to larger regions where vegetation responses may vary due to fire severity, landscape position and environmental gradients. Fine-resolution airborne lidar, imaging spectrometer and thermal data is critical to separating live and dead trees; characterizing edaphic conditions (e.g., inundated and frozen soils); and separating spectral signals from trees, underlying shrubs and ground cover in boreal forests (Figure 1).

Figure 1: Both lidar and passive optical image data are needed to separate live and dead trees; classify vegetation types; and characterize fine-scale heterogeneity in boreal forest structure. Field plots and G-LiHT aerial photographs (shown here) were used to interpret G-LiHT lidar and imaging spectrometer data and assess post-fire plant succession across the Tanana Valley Inventory Unit, Alaska, USA.
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Highlights: Multi-scan TLS data were geometrically fitted into a global coordinate system using matching of canopy height models derived from TLS and ALS measurements. Stem data from TLS data were then estimated and used as training for wall-to-wall predictions with explanatory variables derived on a tree crown level from ALS data.
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Introduction

The airborne laser scanning technology now makes it possible to produce high precision tree stem estimates for large areas. However, manual field measurements are still used as reference data to translate airborne measurements of tree crowns to estimates of tree stem attributes. The objective of this study was to validate an automatic method for which tree stem estimates from airborne laser scanner (ALS) data are trained by ground based laser scanning (TLS).

Material and Methods

Study area

The study area was located in hemi-boreal forest at the Remningstorp estate in the south-west of Sweden (lat. 58° N, long. 13° E). The dominant tree species were Norway spruce (Picea Abies) and Scots pine (Pinus Sylvestris) and there were only small areas with birch (Betula spp.) and other deciduous trees.

ALS data

The test site was laser scanned with Riegl LMS Q680i during leaf on conditions in September 2014. The measurement density was on average 121 points per square meter. The field of view was 60 degrees but overlaps made it possible to only include data with a maximum scan angle of ±20 degrees. The flight altitude was approximately 440 m above ground level.

TLS data

The TLS data were collected in 40 forest stands. In each forest stand were 16 scanner stations placed in a regular grid with approximately 20 m internode distance to make sure that a large proportion of trees were scanned in a multi-scan-station setup from several directions. The scanner was a Trimble TX8 and the resolution was set to 11 mm at 30 m distance. The amount of data from only one of the 40 stands was approximately 1.5 billion laser reflections.

Geo-referencing of TLS data using canopy height models

The common problem with disturbed Global Navigation Satellite System (GNSS) signals when geo-referencing ground based laser scanning data obtained below dense tree canopies was solved using the following steps: (1) TLS data from all scan stations were rectified in a common local coordinate system using automatic detection of spheres placed at the positions of nearby scan stations, (2) an approximate position of each scan station was measured using GNSS, (3) a first translation and rotation of the TLS data to the global coordinate system based on GNSS data was performed with rigid body fitting using Singular Value Decomposition (SVD), (4) Canopy Height Models (CHM) were created from both the transformed TLS data and from the high resolution ALS data, (5) the CHM from TLS data was rotated and translated to find the best transformation by matching with the corresponding CHM from ALS data and calculation of cross correlation between the two rasters, and finally (6) the TLS returns were transformed using the best transformation found in the previous step according to the calculations of cross correlations.

Tree detection and stem estimation from TLS data

The TLS data were first normalized using a Digital Elevation Model (DEM) and then filtered in order to separate data from tree stems and from other objects, e.g. branches, using indicators of flatness in a local
neighbourhood. The next step was to create segments of individual tree stems or parts of tree stems and this step was followed by using a novel and robust algorithm for estimation of cylinders. The properties of the estimated cylinders were in a final step used to decide if separate cylinders should belong to the same tree stem.

**Segmentation of tree crowns from ALS data**

The segmentation of tree crowns from ALS data was based on a geometric tree crown model and consisted of four steps: (1) creating a height model (i.e., a raster), (2) creating a correlation surface, (3) segmentation of the correlation surface, and (4) merging segments. Details of the algorithm are described in [1] but a different function was in this study used to decide if a segment should be merged with a neighbour segment. Several metrics were derived from laser data within each tree crown segment to describe tree crown size and shape.

**Imputation of tree stems**

Tree crowns were imputed at a tree crown level using the segments derived from ALS data. The MSN method [2] implemented in the yalmpute package as part of the R project was used for the imputations. The sums of the variables derived from TLS, from zero, one, or several tree stems that had been linked to a segment were used as the dependent variables. The independent ALS variables used for the MSN imputation were height percentiles, average of heights, standard deviation of heights, crown diameter, and transformations of these variables. The crown diameter was calculated by counting the number of raster cells of the segment and calculating the diameter of a circle with the same area.

**Validation**

The tree stem diameters were measured 1.3 m above ground level (DBH) in two directions for all trees with a DBH ≥ 40 mm and a location within a 40 m distance from the plot centre. A device for ultrasonic based trilateration was integrated in the calliper and used to measure tree positions relatively 16 subplots and the callipered trees were automatically linked to TLS derived tree stem positions with global coordinates using an already developed algorithm [3]. There were two levels of results: (1) direct measurements of tree stem attributes using the TLS data, and (2) tree stem attributes estimated with imputation based on a combination of ground based and airborne laser scanning. If a tree was detected closer than 0.5 m from a scan station this tree was removed because it was probably a detection of one of the spheres used for registration of the point clouds into a common reference system. The estimations of stem attributes from imputations will be validated using leave-one-stand-out cross validation. Only results from TLS based tree stem estimations in one forest stand are presented here due to limited space and time for computations, however, further results will be presented at the conference.

**Results**

A distinct correlation peak appeared in the correlation images produced from the method used for matching the CHMs from TLS and ALS. The high resolution TLS data from 16 scan stations could be used to produce a CHM that was similar to the CHM obtained from ALS data.

The Geo-referencing of TLS data together with data matching of spatial tree pattern from TLS and manual field measurements made it possible to link TLS based estimated to manual measurements of individual trees without using a total station and without high precision GPS measurements. A high proportion of correctly linked trees could be verified by comparison of manual measured and TLS based estimates of DBH values. In total five outliers, with a TLS measured DBH > 150 mm and manual measured DBH < 100 mm, influenced the results to a high degree (Figure 1). If all linked trees in one stand were included, the RMSE for DBH estimates was 29 mm (15%) and the bias was 8 mm. If only the five outliers were excluded, the same RMSE was 11 mm (5%) and the bias was 5 mm. This tree level validation also included trees outside a 40 m radius plot.

The distributions of TLS detected trees and callipered trees were compared for a circular area with a radius of 40 m from the plot centre, an area of approximately 0.5 ha. For this area there were 320 trees detected using TLS data and 260 trees were manually callipered. The histograms with a 20 mm bin size were compared. One error index, calculated as the sum of absolute deviations of observed and estimated number of trees in bins divided by total number of trees, was 0.28 (number of trees). Another error index, calculated as the sum of relative absolute differences in the bins, multiplied by 0.5 to only allow values in the range zero to one, was 0.12 (shape).

Tree crown segments derived from ALS data were linked to TLS derived tree stems to create training data in order to predict wall-to-wall stem data for any area on the test site. Predictions based on imputation techniques are usually improved if the size of the training data base is increased. There is a processing chain in place but a large number of hours for computing are needed. The plan is to use the High Performance Computing Centre North (HPC2N, https://www.hpc2n.umu.se/) in order to create the reference data that will be used for the imputation and then present the results at the conference.
Discussion

The similarities between the CHMs from TLS and ALS inspired to the method of matching CHMs in order to complete the geo-referencing of TLS data. A distinct correlation peak indicated that this was a reliable method that works also if the GNSS positions have offsets of several meters. This is a method that could have a high practical value if ground based laser scanning systems are to be used for forest inventory because no long observation times are needed to receive high precision GNSS based positions. In fact in many forest stands an accurate position is very difficult to obtain due to multi-paths in the canopy. Instead of using matching of synthetic images created from tree locations as in [3] were CHMs from TLS and ALS matched to each other.

A new method for segmentation of tree stems and for estimation of tree stem diameter performed well compared with an earlier developed algorithm [4] for the same type of forest, especially for trees with small diameters (40-200 mm). However, an overestimation of stem diameters could be observed. An earlier developed algorithm [3] was used to automatically link TLS trees to manually measured trees. This algorithm was further developed to improve its performance. The validation of stem diameter estimations in one stand only included few outliers that could be because of incorrectly linked trees. The overestimation of stem diameter could be a result of branches although the algorithm in general successfully filtered out data from branches.

The TLS based estimates of stem position and stem diameter were robust and are therefore probably useful as reference data for the ALS based imputation of tree stem data. Imputation results with reference data for individual trees derived from TLS data in 40 stands will be presented at the conference.
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Highlights: Improved measurements of canopy biochemistry can allow better monitoring of tree health. The SALCA instrument is able to estimate equivalent water thickness of individual leaves from dual-wavelength laser reflectance. This paper presents the results of a controlled drought experiment and field-based tests for retrieving moisture content at forest canopy scales.
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Introduction

Tree health is an area of growing concern internationally. In many countries, alterations in climate are likely to cause significant increases in temperature and increased frequency and severity of extreme droughts. Recent increases in tree mortality caused by drought suggest that climatic factors may already be resulting in forest die-back in some regions (e.g. southern parts of Europe) [1]. In addition, an increased rate of global occurrence and spread of non-native tree pathogens and pests is occurring and climate changes are leading to an alteration in host and pathogen distribution and host susceptibility [2]. Early detection is vital in reducing spread of infections and methods to detect early symptoms of disease (e.g. water stress, defoliation) and physiological stress will be of major benefit to forest management. The lack of adequate data on forest health status globally has been identified as a key information gap in understanding climate change risks for forests [1].

Estimation of leaf and canopy biochemical properties (e.g. leaf pigment and water concentrations) from remote sensing can provide a means to monitor tree health over extensive areas and at frequent intervals. Leaf moisture content, often measured as Equivalent Water Thickness (EWT), is an essential early indicator of forest drought stress, infection by tree diseases and forest pests and is of key importance as an input to models of forest fire susceptibility, ignition and propagation. Whilst a range of existing physiological approaches can be used to measure vegetation stress and EWT in the field, the scope of such approaches for examining temporal and spatial heterogeneity and for long-term monitoring is limited. A number of spectral indices based on near infrared (NIR) and shortwave infrared (SWIR) wavelengths have been developed that strongly relate to EWT and these have been widely applied to satellite data. However, accurate and appropriate validation measurements are crucial if such data are to be fully utilised. Measurements of subtle variations in biochemical parameters and plant health using passive optical sensors are also complicated by the dependence of reflection on illumination and viewing geometry, shadowing effects and the presence of other objects within the pixel (e.g. woody material, understorey vegetation, bare soil). Understorey and canopy response cannot be easily separated, even when passive optical data is fused with LiDAR.

Active reflectance measurements from laser scanners have the potential to overcome these issues, whilst simultaneously providing 3-D information on forest structure and health. Experimental dual-wavelength or multispectral systems have been shown to be capable of assessing crop foliar nitrogen levels [3] and monitoring changes in needle Chlorophyll content over time [4]. This paper examines the ability of a dual-wavelength laser scanner (the Salford Advanced Laser Canopy Analyser, SALCA) to detect changes in leaf and canopy water content due to drought stress and disease. This is tested through a series of experimental and field-based studies from leaf through to canopy scales. The scanner technology and calibration is first described, followed by experimental tests of the instrument at leaf then small canopy scales. Finally applications in real forest canopies are considered.

The Salford Advanced Laser Canopy Analyser

The SALCA instrument is a dual-wavelength terrestrial laser scanner, operating at NIR (1063 nm) and SWIR (1545nm) wavelengths. The system records the full-waveform of backscattered energy in 15cm range bins, with a maximum range of 105m and acquires data over a full hemisphere above the instrument, generating 9.6 million waveforms in a full resolution (1.05 mrad angular resolution) scan. Full details of the instrument can be found in [5]. Estimates of return energy in each wavelength can be extracted from the waveform for individual targets.
For large solid targets, the averaged peak intensity measured provides a sufficient estimate for calibration to apparent reflectance [6]. However, for typically diffuse returns from vegetation canopies, the sum of digital numbers recorded over all bins comprising the return provides a more accurate and consistent measure of return energy [7] and is used here for canopy-level processing. Return energy is then calibrated to apparent reflectance in each wavelength, based on the range of the return and the deployment of calibration boards with panels covering a range of reflectance in the scan, to account for variations in laser output energy (largely due to temperature variations).

Experimental leaf and canopy scale measurements

In laboratory experiments in which individual leaves of three different species were dried and repeatedly scanned over a period of time, a significant linear relationship was obtained ($R^2 = 0.8$, RMSE = 0.0069 g cm⁻²) between a normalised difference index (NDI) of the two SALCA wavelengths (1063 nm and 1545 nm) and the EWT of the leaves [6]. SWIR reflectance increased significantly as the leaves dried. A small increase in NIR (1063nm) reflectance was also observed from dry leaves. Normalised Difference Index from SALCA also varied significantly at a within-leaf scale, suggesting fine-scale spatial variability in EWT and/or leaf structure [6].

These results indicate potential for retrieval of EWT from active dual-wavelength laser scanner measurements. However, to apply the method at the canopy scale introduces a number of challenges. Woody material within the laser footprint is likely to influence the return intensity when working at a canopy scale, whilst the ability to detect biochemical properties of partially occluded leaves (partial laser returns) has not been experimentally tested. To investigate the potential to measure EWT at canopy scales, a controlled ‘dry-down’ experiment was conducted in June to July 2013. 15 potted small-leaved lime (Tilia cordata) trees (approximately 4m tall) were exposed to varying degrees of drought stress over a 1 month period. The pots of two groups were sealed, whilst control groups were regularly watered. Trees were scanned with SALCA several times per week and leaf spectral reflectance, stomatal conductance, Chlorophyll content and soil moisture were measured at the time of laser scans. A subset of trees were used to provide destructive samples of leaf EWT throughout the experiment. Return energy was retrieved from waveform data and calibrated to apparent reflectance as described above.

From field spectroscopy measurements of leaves, the normalised difference index (NDI) equivalent to that calculated by SALCA ($\frac{(\rho_{1063} - \rho_{1545})}{(\rho_{1063} + \rho_{1545})}$, where $\rho$ is apparent reflectance) stayed relatively constant or increased for the control group trees (mean value ranging from 0.29 at the start to 0.34 at the end) but decreased for trees subjected to drought stress (from 0.33 to 0.18 for drying group 1 and 0.3 to 0.18 for drying group 2) over the course of the experiment. The extent of variability in the spectral index between leaves also increased as drought stress increased, suggesting leaves within the same canopy dried at different rates. Processing of SALCA data is ongoing to obtain relationships with EWT and to examine the extent of variability in the SALCA NDI within the canopies and these final results will be presented at the conference. As with laboratory measurements, the 1545nm apparent reflectance can be seen to increase markedly in the drying groups by the end of the experiment compared to the watered control, whilst the 1063nm reflectance increases to a lesser extent (Figure 1).

Forest canopy scale measurements

In real forest canopies, occlusion will play a greater role and differences in range and scanning angle across the scans will be greater, introducing increased variation in return energy, whilst differences in biochemistry (e.g. EWT) within and between canopies may be more subtle than under experimental conditions. Many UK forests are also coniferous plantations, and the presence of needles rather than broad-leaves will increase the number of partial returns from objects only partly occupying the laser footprint. As yet the ability of dual-wavelength or multispectral terrestrial laser scanners to detect variation in leaf biochemistry within mature forest canopies in field conditions is untested. To examine the potential to detect variations in EWT in forest canopies, four SALCA scans were acquired in forest plots in the Queen Elizabeth II Forest Park, Aberfoyle, Scotland during summer 2014. The scans took place in four Scot’s pine (Pinus sylvestris) and Lodgepole pine (Pinus contorta) stands with contrasting severities of Dothistroma septosporum infection, a fungal infection of which one symptom is decreases in needle moisture content. Trees were visually surveyed to record disease levels and limited needle samples were analysed for EWT and spectral reflectance (measured with an ASD FieldSpecPro field spectrometer). This paper will present the preliminary results of this forest-canopy-scale analysis, comparing the calibrated canopy NDI to observed disease levels.

Conclusions

Active reflectance measurements from a dual-wavelength terrestrial laser scanner allow measurement of equivalent water thickness of individual leaves in laboratory conditions. At canopy scales, a number of complicating factors, such as the presence of occlusion, partial hits and mixed returns from woody material and foliage may complicate the retrieval of biochemical parameters from laser return energy. Despite these factors, distinct changes in apparent reflectance can be detected in trees subjected to drought stress under experimental conditions.
conditions. This paper presents initial results of this experiment and of trials of dual-wavelength laser scanning for detection of stress resulting from disease in forest canopies measured in field conditions.

Figure 1: Comparison of apparent reflectance in the control group (watered) and drying group 1 (drought stressed) on day 21 of the experiment for 1545 nm wavelength and the 1063 nm wavelength of SALCA.
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Highlights: We propose a method to estimate 3D leaf bulk density distribution, based on the calibration of density indices derived from T-LiDAR over small spherical volumes in which vegetation was sampled. The LiDAR-based bulk density distribution compared well to the inventory-based profiles in the upper part of the canopy.
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Introduction

Leaf biomass distribution is a key factor for modeling energy and carbon fluxes in forest canopies and for assessing fire behaviour. The most accurate method for estimating the biomass of a forest canopy is to physically sample it, but this is not feasible on large samples of trees. At forest plot scale, a common method, hereinafter referred to as the inventory-based approach, is to combine a stem inventory and allometric equations for biomass and its vertical cumulative distribution in order to estimate leaf load and bulk density profile [1]. However, the inventory method is time-consuming, so that remote sensing techniques have long been used in forest management and research, especially for estimating leaf area index. These techniques include terrestrial LiDAR (Light Detection And Ranging), referred to hereinafter as TLS, which emerged as a promising tool for leaf biomass or surface area estimation because the distribution of returns can be used to estimate density indices in voxels [2, 3], based on the probability of light transmission. The indices can be specifically computed for the leaves since the intensity can be used to distinguish leaf from wood returns [3, 4]. These direct measurements have been used successfully at tree scale but require voxelization of the scanned scene at a relatively high resolution [4] and multiple scans for a single tree. This is time-consuming in terms of measurements and post-processing, and this may be considered to be a limitation for operational use.

Herein, we propose a method to estimate the spatial distribution of leaf bulk density from TLS scans. It is based on the development of indices similar to those used at tree scale in earlier direct estimation studies. Here, the indices are computed in spherical volumes that are larger than the small voxels employed in earlier studies, and a field calibration is used to provide a less time-consuming but still robust estimation of the distribution at plot scale.

Material and methods

Plot description and inventory-based method

Four 12 m diameter contrasted plots were selected in a Quercus pubescens forest in the South-East of France. Maximum heights varied between 8 to 12 m and basal areas between 18 and 40 m\textsuperscript{2} ha\textsuperscript{-1}. A stem inventory was carried out and 10 trees of various diameters at breast height were felled and cut in 1-m vertical sections. Leaves and roundwoods were collected, oven-dried and weighted. Data was used to fit an allometric equation for leaf biomass and a cumulative distribution of biomass. The combination of these equations and the stem inventory in each plot were used to estimate leaf bulk density profiles in each plot (inventory-based method).

Calibration volumes

In each plot, ten polystyrene balls (diameter 0.1 m) were placed at different locations in the canopy. The balls were used to mark out the center of the Calibration Volumes (CV), which are virtual spherical volumes bounded by the 0.7 m diameter sphere that has the same center as the polystyrene target. Once the TLS scans had been performed on a plot, the leaves inside the calibration volume were collected. The leaves were then oven-dried at 60°C for 24 hours and weighted.
**TLS instruments and measurements**

A FOCUS 3D 120 S (FARO Technologies Inc., Lake Mary, USA) TLS instrument was used in this study. It is a phase-shift LiDAR that emits modulated laser beam pulses at 905 nm in a 305° (vertical) x 180° (horizontal) view window. The FOCUS 3D has two material filters on its scanner: “Clear Sky” and “Clear Contour”, that filters “sky” points and mixed pixels. Five scans were performed on each plot from the center and from the four summits of the square inscribed in the circular plot. Resolution angle was 0.036° (43822090 pixels per scan) and measurement speed “x4” (488000 pixels s⁻¹, which is 2^4 = 16 fold minimum scanning speed), as recommended for outdoor scanning. Six spherical artificial targets were placed in the scene.

**Biomass indices in spherical volumes**

Several density indices were computed, according to the number of returns from a spherical volume (\(N_i\)), the number of beams emitted by the LiDAR in the cone emerging from the scanner and tangent to the spherical volume (\(N_b\)) and the number of returns intercepted by vegetation between the scanner and the spherical volume (\(N_{b1}\)). The density indices were fitted with the bulk density measured on the field. In order to predict leaf bulk density, \(N_i\) should account for leaf returns only. However, probably because of the wavelength of our LiDAR scan, it was not possible to distinguish leaf from wood returns on the basis of the return intensity value, as it was the case in other studies [3, 4], so that \(N_i\) account for all returns.

**Model application**

The calibrated indices were then used to estimate the bulk density at all points of a grid in each plot. The grid cell was 0.7 m. For each grid point, the scan that has the best “view point” on this grid point (defined as the scan with the highest Ni) was selected for estimation of biomass.

The 3D distribution of estimated bulk density was integrated horizontally to assess vertical bulk density profile that could be compared to the ones obtained with the inventory-based method.

**Results**

The calibration process entailed to establish that the bulk density in a 0.7 m diameter sphere can be estimated by 0.0727 \(I_3\) (kg m⁻³) with a determination coefficient \(R^2=0.73\). \(I_3\) performed better than simpler indices, because it accounts for both mixed pixel filter and sky point filter. The results also demonstrated that the leaf orientation was of secondary importance with this plant type.

The model was applied to the four plots. LiDAR-based vertical profiles of bulk density compared well to inventory-based profiles in the upper part of the canopies (Fig. 1). The canopy heights and the levels of the peak bulk density were well captured. However, results were less satisfactory in the lower part of the canopy where the LiDAR-based method overestimates bulk densities, because the model interprets wood and trunk returned echoes as if they were foliage.

**Discussion**

**Method performance**

The calibration process employed yielded encouraging results. The determination coefficient was relatively high for index \(I_3\), thus justifying the assumptions made for the processing of noise, occlusion, foliage orientation and proportionality between leaf bulk density and index even without leaf and wood separation. The calibration was obtained over a broad range of bulk density (0.039 - 0.31 kg m⁻³).

Determination coefficient during the calibration process and agreement between LiDAR and inventory-based bulk density profiles would have probably been much better if it was possible to restrict \(N_i\) to leaf returns only.

**Benefits and drawbacks of the calibration approach**

Leaf area density at plant scale has in the past been estimated directly by several authors [3, 4], but these methods require to compute statistical indices on small voxels, so that a high resolution of scanner and a high scan number are required. The present approach computes statistics on much larger volume (200 times bigger), so that the point density required computing statistics is much lower. It could also, potentially, be applicable to conifers, unlike the direct method which struggles to cope with needle morphology (very thin, aggregated needles oriented at shoot scale). The cost of the calibration procedure is a limitation, especially if the calibration coefficients show poor stability. However, we expect these coefficients to be relatively stable as they depend
only on the distribution of foliage element at the spherical volume scale, that should not change much among plots. For a given species (or group of species with similar morphologies), we can expect variations to be limited and potentially predictable from foliage characteristics, such as SLA.

**Conclusion**

The method presented here is promising and has potential to become an efficient, operational methodology to estimate leaf distribution. It could be used in combination with airborne and space-borne remote sensing (that often requires ground measurements for calibration), for monitoring of ecosystem, or to provide data for process-based models (functioning or fire).

![Figure 1: Leaf bulk density profiles estimated from TLS- and inventory-based methods](image)

**References**


Changes in canopy and crown structure with stand composition

Martin-Ducup O.1, Schneider R.1 and Fournier R.2

1 Chaire de recherche sur la forêt habitée, Département de biologie, chimie et géographie, Université du Québec à Rimouski (UQAR), 300 allée des Ursulines, Rimouski (QC), G5L 3A1, CANADA
2 Centre d’Applications et de Recherches en Télédétection (CARTEL) Université de Sherbrooke, 2500, boul. De l’Université, Sherbrooke (QC), J1K 2R1, CANADA

Highlights: Terrestrial laser scanning (TLS) data was used to quantify sugar maple crown metrics and local environment structure indices. It allows quantifying how crown plasticity, potential tree light interception and local environment structure are influenced by stand composition (pure vs mixed).
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Introduction

The forest canopy structure can be defined by the position, size and shapes of each tree in a stand [1]. It is necessary to study the variations in individual tree crowns in order to understand canopy structure and its dynamics. The architecture of a tree at a given time is the result of a complex interaction between intrinsic (e.g. genotype) and external constraints (e.g. the environment) [2]. In fact, the most important environmental factor that influences tree crown structure in forests is the competition for light. This competition is usually quantified using the surrounding trees’ crown dimension, size (height and diameter) and species [3]. TLS data could be used as a proxy to quantify the local environment. For instance it can provide metrics related to the shade that a given tree is subject through the woody and leafy material arrangement. The local environment varies widely according to species-specific crown shape and light acquisition strategies, and should thus change between pure and mixed stands.

Our objectives were to quantify with TLS data (i) the differences in the local environments of sugar maple trees in pure and mixed stands, (ii) the variability of crown structure between these two types of stands and (iii) the relationships between the local environment and crown structure.

Material and methods

A total of 36 co-dominant sugar maples (Acer saccharum Mill.) and their local environment were scanned (4 scans per tree) using a Faro Focus 3D TLS in Eastern Canada. Half of those trees were scanned in pure stands and the other half in mixed stands. We used voxelized clouds (1 point per non-empty voxel) instead of the raw point clouds in order to avoid distance to scanner bias and limit occlusion bias. Target trees were semi-manually isolated and separated from the rest of the voxelized cloud. A module in the Computree software was used to perform these isolations [4]. The principle is to select cells belonging to the tree on a 2D XY grid (i.e. a raster) computed on vertical slices of the voxel cloud. The operator starts the selection at the base of the tree by choosing the size of the slice, then selects cells belonging to the tree and repeats this step for each slice along the Z axis until the top of the tree. For each slice, delineation of the crown of a target tree is based on the changes in density of the raster that appears at the border of the crown. The local environment structure was calculated using the part of the voxelized cloud which was included in a 60° angle reverse cone starting at the crown base of the target tree (Figure 1a and b). Two indices were thus used i) a competition pressure index (CPI) based on the density of points, their height and their distance to the target tree and ii) a competition homogeneity index (CHI) calculated using the Clark and Evans aggregation index on the XY projection plan. Then, 5 crown metrics were computed to estimate the crown structure using R software (Figure 1b and c) (1) crown ratio (2) material density inside the crown (3) crown openness, defined as the angle between the axis of symmetry and the vector between the crown base point and the most external point of the crown in the XY plane (4) sinuosity, calculated as the cumulative asymmetry of polygons fitted every 10 cm along the z axis (5) volume filled, quantified by the total crown volume. CHI, CPI and crown metrics were compared between pure and mixed stands using analyses of variance. The variability of the CHI, CPI and crown metrics according to stand type was investigated using mixed effect models.
Local environment variability

The CHI and CPI are lower in mixed stands (Figure 1a). The competition pressure is thus less important and the distribution of the material more clustered around trees in mixed stands. Sugar maple is a very shade tolerant species with a high light extinction coefficient [5], which could explain a higher CPI in pure stands. Similar results were observed for the shade tolerant species European beech [6]. The higher material densities inside the tree crowns observed in pure stands also supports this result. The lower CHI value in mixed stands can be explained by the high variability in crown shapes and strategies to acquire light, making the canopy more heterogeneous. Moreover, this variability and thus the potential crown trait complementarity for light acquisition could reduce the competition pressure in mixed stands when compared to pure stands.

Crown structure and implications on light interception

Statistically significant differences between stand composition (i.e. pure versus mixed) of the five studied crown metrics were observed (Figure 1c). In decreasing order of importance, trees have a higher crown ratio, filled more volume, have a higher sinuosity, a more open crown, a lower within-crown material density in mixed stands when compared to pure stands. These results should provide advantages to trees in mixed stands for increased light interception. Indeed, an increase in crown volume obviously increases the potential light intercepted by increasing the leaf area index. Moreover, higher crown openness probably increases the light penetrability in the lower part of the crown. Similar results were observed for European beech with a higher crown volume and flatter branch angles (which is similar to our crown openness) for trees in mixed stands when compared to pure stands [7]. The lower material density also suggest a more light penetrable crown in mixed stands, meaning that self-shading and self-pruning will be lower. The observed higher crown ratio in mixed stand supports this interpretation. Finally, the sinuosity is more important in mixed than in pure stands. This metric can be interpreted as the capacity of a tree to deviate from its symmetry axis in order to avoid neighbours and intercept more light.

Crown plasticity

All the crown metrics we quantified varied widely in response with stand type (Figure 1c), but also with the local environment (data not shown in the abstract). These results reveal a high sugar maple crown plasticity which could be a consequence of the feedback loop “Environment -> Growth -> Structure -> Environment” operating in forest ecosystems [7], i.e. the environment of a tree affects its growth which influences its crown structure which in return changes the canopy structure.

Figure 1: a) Local environment variability between pure and mixed stands b) TLS data of a target tree (red) and its local environment (blue) c) Crown metric variability between trees in pure and mixed stands

Results and discussion
Conclusion

TLS data allows us to quantify local environments metrics reflecting the arrangements of material around a tree and to observe its impact on crown structure. Moreover, the three dimensional aspect of the crown structure metrics we used allow many functional interpretations, such as light interception. Validation of the tree isolation method is foreseen, as it is the basis of our results. Finally, our results could be used to further explain the potential benefits of mixed forests, at least in term of crown structure and light interception.

References

Reducing uncertainties in above-ground biomass estimates using terrestrial laser scanning

Kim Calders\textsuperscript{1,2}, Andrew Burt\textsuperscript{2}, Glenn Newnham\textsuperscript{3}, Mathias Disney\textsuperscript{2}, Simon Murphy\textsuperscript{4}, Pasi Raumonen\textsuperscript{5}, Martin Herold\textsuperscript{6}, Darius Culvenor\textsuperscript{7}, John Armston\textsuperscript{8,9}, Valerio Avitabile\textsuperscript{8}, Mikko Kaasalainen\textsuperscript{5}

\textsuperscript{1}National Physical Laboratory, UK; \texttt{kim.calders@npl.co.uk}
\textsuperscript{2}University College London; and NERC National Centre for Earth Observation (NCEO), UK
\textsuperscript{3}CSIRO Land and Water, Australia
\textsuperscript{4}University of Melbourne, Australia
\textsuperscript{5}Tampere University of Technology, Finland
\textsuperscript{6}Wageningen University, The Netherlands
\textsuperscript{7}Environmental Sensing Systems, Australia
\textsuperscript{8}Queensland Department of Science, Information Technology, Innovation and the Arts, Australia
\textsuperscript{9}University of Queensland, Australia

**Highlights:** This work compares nondestructive estimates of AGB made using terrestrial laser scanning (TLS) with destructively harvested measurements. We show that estimates using our TLS approach agree to within 10% of the reference measurements. More traditional AGB estimates based on allometric equations show an underestimation of approximately 30%. Moreover, uncertainty in the TLS-derived estimates can be quantified accurately and explicitly, unlike that from allometric methods.

**Key words:** Terrestrial LiDAR; biomass; destructive harvesting; tree reconstruction

**Introduction**

Above-ground biomass (AGB) is a good indicator for forest productivity, carbon storage and sequestration of forests. The global distribution and magnitude of forest carbon sources and sinks remain uncertain and, as a result, carbon emissions based on these poorly-constrained stock estimates are even more uncertain, and variable across different scales. Remote sensing can be used to monitor AGB and carbon emissions at a large scale. Recent work of [1] and [2] used similar input data to generate pan-tropical satellite derived AGB maps. [3] reported substantial differences in mapped AGB between these two maps and spatial patterns were different when compared to field data distributed across the region. These disagreements demonstrate that accurate ground data are needed to improve the calibration and validation of global satellite derived AGB datasets.

Traditional field methods generally infer AGB based on indirect, empirical allometric (size-to-mass) relationships with tree parameters, such as tree height and diameter at breast height (DBH). [4] identified four types of uncertainty in AGB assessment using traditional forest inventory data: (i) errors in tree inventory, (ii) errors in the allometric equations, (iii) errors related to the size of the sampling plots, and (iv) errors related to the landscape-scale representation of these sampling plots. Terrestrial laser scanning (TLS) offers opportunities for a consistent and robust framework to support AGB estimates using 3D point clouds. TLS data has the potential to reduce errors (i) and (ii) by improving the traditional field methods to estimate AGB. It can also provide insight into errors (iii) and (iv), which are related to the spatial variance of the forest and its structure. We demonstrated in [5] that TLS inferred estimates of AGB agree better with 65 destructively sampled trees than traditional allometric equations. Our TLS approach uses quantitative structure models (QSMs) to estimate volume and showed a total AGB overestimation of 9.7% compared to an underestimation of 36.6 to 29.9% for the allometric equations. A key finding in [5] is that the errors for allometric estimates of AGB increase exponentially with increasing DBH, whereas the error for TLS estimates of AGB are independent of DBH.

The main limitation for efficiently using the method in [5] at plot level is the required visual evaluation of input parameters for the QSM tree modelling. A more objective QSM parameter setting is essential for applying this method in more challenging and complex biomes and larger plots. In this paper we compare a new automated approach for estimating the parameters required for QSM modelling and compare AGB results against the values obtained in [5].
Materials and method

Study area and data collection

Two plots in native Eucalypt Open Forest (dry sclerophyll Box-Ironbark) in Victoria, Australia were partially harvested in 2012-2013 to acquire accurate estimates of AGB of 65 trees. The plots had a 40 m radius and were established in Rushworth forest, with the main tree species in these plots being Eucalyptus leucoxylon, E. microcarpa and E. tricarpa. Measurements of fresh weight and tree structure were collected for each harvested tree. Dry weight to fresh weight conversion factors and basic density for each species were derived from a limited number of samples across a range of diameters. TLS data were collected with the RIEGL VZ-400 scanner, which records multiple return LiDAR data (up to four returns per emitted pulse). Full hemispherical scan data was collected at five scan locations per plot using a 0.06° angular sampling.

Deriving AGB from TLS data

Tree volume is directly inferred from 3D quantitative structure models (QSMs) of individual trees reconstructed from the TLS data; AGB is then inferred via basic density. Inferring tree volume consists of two steps: i) extracting single trees from the registered point cloud; and ii) 3D reconstruction of isolated trees using QSMs. The QSM method has two important input parameters: the cover patch size (\(d\)) and the minimum threshold of LiDAR points within a single patch for inclusion in the reconstruction (\(n_{\text{min}}\)). The reader is referred to [5] for full details of tree extraction method and the QSM modelling using visual evaluation of the input parameters. Volumetric estimation increases of 5000% are generally observed over the patch size range 0.02 to 0.09, so getting this value ‘right’ is critical. QSM results are far more stable with varying \(n_{\text{min}}\), and more related to the point cloud density. As a result, we focus here on \(d\). The following automated framework has been developed for autonomous optimisation of cover patch size \(d\):

1. The TLS point cloud is reconstructed 10 times over the desired \(d\) range 0.02 to 0.09 at an increment of 0.05, with \(n_{\text{min}}\) set to 4.
2. For each of the 10 QSM models at each \(d\) value, 4 trunk cylinders at 7.5%, 10%, 12.5% and 15% of the trunk length are extracted from the QSM model. The coordinates of these 4 cylinders drive a pass-through filter to extract the TLS point cloud from which the QSM was formed.
3. To obtain trunk diameter estimates, a least squares circle fit is executed on the resultant clouds and the diameters compared with the cylinders as a percentage change to quantify model conformity to the cloud. A single result (\(\text{trunk}_{\text{match}}\)) is generated by averaging the 4 cylinders for each of the 10 models.
4. For each \(d\) value the mean and standard deviation are generated from the 10 models and then the coefficients of variation, \(CV\), are calculated as standard deviation / mean.
5. The second highest \(CV\) (\(CV_{\text{max}2}\)) is identified across all \(d\) values and the lowest value that conforms to \((CV <= CV_{\text{max}2} \times CV_{\text{factor}})\) and \((\text{trunk}_{\text{match}} >= \text{trunk}_{\text{conformity}})\) is selected as the optimised \(d\) where \(CV_{\text{factor}} = 0.5\) and \(\text{trunk}_{\text{conformity}} = 0.9\). We use the second highest \(CV\) instead of the highest \(CV\) to avoid outliers.
6. If no optimised \(d\) is identified in step 4, the method falls back onto the \(d\) with the highest \(\text{trunk}_{\text{match}}\).

We compare results derived using the above process with those derived from ‘visual assessment’ i.e. a manual inspection of the resulting QSM form for each value of \(d\), and an heuristic decision to accept/reject, based on the analyst’s experience and expectations [5].

Results and discussion

Individual tree estimates of AGB using the visual and automated optimisation assessment for QSM modelling are compared against destructively harvested reference measures of AGB in figure 1. The RMSE with respect to the 1:1 line is 171 kg for the visual QSM assessment and is 306 kg for the automated QSM assessment. The concordance correlation coefficient, CCC, computes the agreement on a continuous measure obtained by two methods and ranges between 1 (perfect concordance) and -1 (perfect discordance). Both the visual and automated approach show CCC ranging from 0.94 to 0.98.

The mean absolute deviation for the visual assessment is lower (110 kg) compared to the automated assessment (214 kg). This is not surprising since the visual assessment is better suited to address different issues with the input TLS point cloud. For example, a partially occluded lower stem (by leaves or other, smaller branches) can result in a higher \(d\) value via the automated optimisation (and an overestimation of volume) because \(\text{trunk}_{\text{match}}\) will be relatively low. On the other hand, the volume can be underestimated when \(\text{trunk}_{\text{match}}\) is high, but large branches are not modelled well. The maximum absolute AGB deviation values for the automated QSM assessment are still lower than those reported for the allometric equations (> 1500 kg) in [5]. The advantage of the automated approach is that it requires no user input and therefore can efficiently be applied to large forest stands.

[6] showed that tree-level uncertainty in AGB estimation from their allometric model was about of 50% the mean, but they showed that uncertainty dropped to 5 to 15% when considering whole-plot AGB. The total AGB
of the 65 trees in our study area is 75.70 t for the visual assessment and 73.73 t for the automated assessment. The destructive harvesting yielded 69.02 t, so the TLS QSM approach results in an overall overestimation of 6.8% (automated optimisation) to 9.7% (visual assessment).

Figure 1: (Left) Comparison of destructively measured reference tree AGB with AGB inferred from TLS volume estimates through tree reconstruction and basic density information: visual QSM assessment vs. automated QSM assessment. (Right) Comparison of absolute tree AGB deviation.

Conclusion
In this work we contribute towards a nondestructive and robust method to infer AGB from TLS data. We demonstrate that AGB estimates from automated QSM parameter setting agreed well with those values derived from visual assessment. The uncertainties at tree level are higher for the automated QSM assessment, but the total AGB of the 65 sampled trees agrees to within 6.8% with the reference data. This is important for efficiently applying this TLS approach to larger areas or more challenging and complex biomes, such as tropical rainforests.

Terrestrial laser scanning offers opportunities for a consistent and robust framework to support REDD+ monitoring capacities in developing countries. Limited research has been carried out in these countries to reduce the uncertainty of emission estimates of forest degradation activities, such as selective logging. Improving emission estimates relating to forest change requires better biomass estimates before and after change events at local levels [7]. The work presented here shows the possibility for applying TLS to larger areas more rapidly and consistently, as well as for combining with (and benchmarking) allometric estimates from traditional survey data, airborne lidar and other remotely sensed data.
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Highlights: The first international benchmarking project on TLS methods for forestry applications was launched in 2014. This paper presents the project overview and the preliminary statistical results.
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Terrestrial laser scanning (TLS) has been recently shown to be a promising technique for forest-related studies. Many tree attributes have been correlated with measurements from TLS data, and the accuracy of tree-attribute estimates is similar to, or even better than, national allometric models. TLS is anticipated to be a practical method for the future forest mapping and the data source for National Forest Inventories (NFIs).

EuroSDR launched in 2014 the benchmarking on TLS methods for forestry applications in order to understand the optimum data processing technique for future automated plot inventories. The emphasis in this benchmarking is on existing and modified algorithms, or manual measurements from TLS data. Meanwhile, this project is also open for all techniques in the research phase.

The objective of the TLS methods project is to evaluate the accuracy and feasibility of automatic, semi-automatic or manual tree extraction methods based on high-density TLS data. The sub-objectives include

- How much variation is caused in the tree parameter estimation by the processing methods to derive the tree measurements?
- How much variation is caused in the tree parameter estimation by the input TLS data, such as single- and multi-scan TLS data?
- What is the impact of forest conditions, e.g., density, species and ground vegetation?

The test forest is a southern Boreal Forest in Finland. 24 sample plots, 32-by-32 m each, have been measured in the summer 2014. These forest plots have varying species, growth stages and management activities, and included both homogenous and less-managed forests. Five scans were made at the plot center and northeast, southeast, southwest and northwest directions, where the centre scan represents the single-scan approach and the merged five scans represent the multi-scan approach. Figure 1 and 2 show examples of the TLS data. The TLS data are exclusively used for this project before the publication of the final project report. After that, the point cloud data will be free of use for non-commercial research purposes.

Figure 1: Single-scan TLS data of a test plot in 2D (left) and 3D (right).
The plotwise parameters studied in this project include the tree position, height, DBH, stem curve and DTM. The tree measurements provided by the participants are being analysed. In the paper, an overview of the project and the preliminary statistical results are presented.
Seasonal change of leaf and woody area profiles in a temperate deciduous forest canopy from a dual-wavelength terrestrial lidar
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Highlights: Dual-wavelength point clouds of apparent reflectance from the Dual-Wavelength Echidna® Lidar (DWEL) offer direct, three-dimensional classification of leaves and woody materials. Two DWEL scans under a deciduous forest in spring (leaf-off) and summer (leaf-on) demonstrate seasonal change in height profiles of effective leaf and woody areas and area volume densities.
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Introduction

Forest structure interrelates with forest function and plays a critical role in regulating the exchange of energy, water, and carbon between the land surface and the atmosphere. Terrestrial laser scanners can characterize detailed forest structure rapidly and easily, providing ground truth for validation of airborne and spaceborne measurements of forest structure over large areas. This study uses scans from the Dual-Wavelength Echidna® Lidar (DWEL) to discriminate between leaves and woody materials directly in three-dimensional space using the spectral information from two simultaneously-pulsed infrared lasers. The direct discrimination of leaves, which constitute the carbon-fixing apparatus of the forest ecosystem, from other objects in forests, mainly woody materials in which carbon is stored, can improve the calibration of ecophysiological models of the carbon cycle. DWEL scans acquired at a temperate deciduous forest site in spring and late summer provide this discrimination and seasonal changes of effective leaf and woody areas and area volume density profiles with canopy height.

Instrument and Study Area

DWEL acquires full-waveform scans at both near-infrared (NIR, 1064 nm) and shortwave infrared (SWIR, 1548 nm) wavelengths with simultaneous laser pulses [1]. At the SWIR wavelength, laser power returned from leaves is much lower than from woody materials, such as trunks and branches, due to absorption by liquid water in leaves. In contrast, returned power from leaves and woody materials is similar at the NIR wavelength.

We scanned a deciduous forest site at Harvard Forest in central Massachusetts, USA, with the DWEL in both leaf-off (May 3rd 2014) and leaf-on (Sept 19th 2014) seasons. This 1-ha forest site is dominated by red maple (Acer rubrum), red oak (Quercus rubra) and white birch (Betula papyrifera), with an understory of these species accompanied by American beech (Fagus grandifolia), American chestnut (Castanea dentata) and others. We used two scans from the center plot of the site at the two seasonal dates to demonstrate the classification of leaves and woody materials in 3-D and seasonal change in proportions of leaf and woody area.

Methods

We first generated two calibrated point clouds of apparent reflectance at the two wavelengths ($\rho_{nir}$ and $\rho_{swir}$) from each DWEL scan. This measure represents the reflectance of a diffuse scattering surface filling the laser beam that would return the observed power at the observed range. After merging the point clouds to obtain a single point cloud with dual-wavelength apparent reflectance values at each point, we classified the merged points into leaves and woody materials in two steps, firstly using spectral information, given by apparent reflectance, and secondly by spatial context information, given by 3-D distribution patterns of each point and its near neighbours. Our unsupervised classifier, the K-means clustering algorithm implemented in Scikit-learn package [2], first divided all points into 100 clusters using three variables: apparent reflectance values in the two wavelengths and a normalized difference index value ($NDI = (\rho_{nir} - \rho_{swir})/(\rho_{nir} + \rho_{swir})$). Where clusters included both leafy and woody hits, a supervised classification method using spatial context based on multiscale dimensionality criteria [3]labelled points into canopy hits (taken as leaf hits) and surface hits of trunks/coarse branches/ground materials.

We derived gap probabilities along canopy height $z$ at multiple zenith angles $\theta$, $P_{gap}(\theta, z)$ from apparent reflectance of points at both wavelengths respectively using the method of Jupp et al. [4]. However, in the case
of these Harvard Forest scans, laser power was insufficient for full coverage of the canopy; as a result, we excluded zenith rings at angles beyond 35°, where shots were not able to exit the top of the canopy (denoted $H$) and proper estimates of gap probability with height could not be obtained. We also excluded zenith rings from 0° – 10°, as these rings are biased by instrument placement away from large trunks and thick shrubs. As a result of these necessary omissions, we were unable to produce good estimates of the total leaf and woody area index and thus derived normalized leaf/woody area volume density (L/WAVD) profiles $\tilde{f}^L(z)$ and $\tilde{f}^W(z)$ using the ratio between effective woody area index (WAI) and leaf area index (LAI), $\lambda$, as

$$\lambda = \frac{\log b^L_{gap}(\theta, H)}{\log b^W_{gap}(\theta, H)}$$

$$\tilde{f}^L(z) = \frac{1}{1 + \lambda} \frac{\partial}{\partial z} \left( \frac{\log p^L_{gap}(\theta, z)}{\log p^L_{gap}(\theta, H)} \right), \quad \tilde{f}^W(z) = \frac{1}{1 + \lambda} \frac{\partial}{\partial z} \left( \frac{\log p^W_{gap}(\theta, z)}{\log p^W_{gap}(\theta, H)} \right)$$

Here, $\tilde{\theta}$ indicates that $\lambda, \tilde{f}^L(z)$ and $\tilde{f}^W(z)$ are average ratio values weighted by the solid angle of each zenith ring, rather than a mean angle [4]. It should also be noted that these are effective values because clumping or dispersion of leaves and branches may alter the observed gap probabilities.

**Results and discussion**

**Classification of points**

Comparison between equal-angle projection images of composite color and classification showed very good discrimination of leaves from woody materials. Spectral information classified most points well into leaves and woody materials in K-means clustering. Some mixed clusters occurred for two major reasons. First, some fine branches and small stems shared similar spectra with leaves, possibly because juvenile bark may have a higher water content than older woody materials. Second, a slight laser misalignment likely may have caused the simultaneous pulses of the two lasers to intercept different amounts of fine branches at far range, reducing the SWIR return. The points in these mixed clusters were then classified by spatial context information as noted above. Inspection of the images showed that many fine branches in the canopy were readily distinguished from leaves in both leaf-off and leaf-on scans, although leaf-off scans appeared to include more fine canopy branches misclassified into leaves. Fine branches of shrubs in the near range were largely classified correctly.

**Normalized profiles of effective leaf and woody area**

Figure 1 shows normalized effective leaf area and woody area indexes (L/WAI) and normalized effective leaf area and woody area volume density (L/WAVD) for the leaf-off and leaf-on scans; curves are derived from gap probabilities, which are independent of wavelength but dependent on proper calibration. Profiles are shown for both wavelengths; in most cases the NIR and SWIR curves are too close to distinguish clearly, indicating very good calibration of intensities to apparent reflectance values.

Figure 1 Normalized profile of leaf/woody area index (L/WAI, left column) and area volume density (L/WAVD, right column). Note x-axis values are proportions of leaves and woody materials, not absolute area index or area volume density. Upper row is the leaf-off scan and the lower row is the leaf-on scan. Red: woody materials; Green: leaves; Black: total. Solid lines are from NIR scans and dashed lines are from SWIR.
The LAI/WAI profiles (left column) are cumulative with height from the ground up. The leaf-off profile actually shows a significant proportion of leaf points (about 23 percent) for at least three reasons. First, there are several large white pines in the stand that provide a leaf signal while the deciduous trees are leafless. Secondly, the restricted range of zenith angles, coupled with the location of the scan centers as apart from nearby large trees, may bias the results against woody points of trunks and upper stems beyond the excluded 0–10° zenith rings. Lastly, the spatial similarity between fine branches and leaves in mixed spectral clusters leads to the classification of more points in the upper canopy as leaf hits than as branch hits. The leaf-on profile shows a much greater proportion of leaf area (about 91 percent) to woody area (about 9 percent), which is expected, but again, the leaf area may be overestimated.

The area volume density profiles show how the proportions of leaf and woody area change with height. The curves are scaled so that the integral of the total area volume density integrates to 1. In the leaf-off scan, the woody value is 2–3 times the leaf value; all three volume density profiles follow similar relative trends with height. After increasing as leaf and woody area is encountered directly above the instrument, volume densities peak at about 6 and 8 m, due to nearby understory crowns. Above this height, the three profiles remain relatively constant (with some variation), then decrease above about 18 m.

In the leaf-on scan, the woody area volume density is nearly constant with height, at about one-tenth of the total. The leaf and total curves follow each other closely, peaking in the lower canopy and then descending more or less uniformly from about 6–25 m. Some of this decrease may be due to weak or lacking leaf returns at higher zenith angles produced by insufficient laser power.

**Conclusion**

Spectral information, as calibrated apparent reflectance at NIR and SWIR wavelengths from DWEL scans, classifies leaves and woody materials including fine branches well in three-dimensional space. Some fine branches and small stems share similar spectra with leaves and can be further classified with shape information from point clouds, demonstrating the value of integrating bispectral information with 3-D spatial information. The discrimination of leaves and woody materials in space shows how leaf and woody area proportions change with height in the canopy, providing a clear picture of canopy structure.

Future work, planned to be completed and reported at SilviLaser 2015, will examine new scans made with higher laser power that will permit characterization of gap probability with height for zenith angles to 60° and beyond, allowing retrieval of leaf and woody plant areas, rather than proportions, as well as profiles that better sample the woody area of stand trunks and lower branches. This work was supported by the US National Science Foundation, under grant number MRI-0923389.
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Highlights: This study evaluated the performance of airborne laser scanning (ALS), RapidEye and Landsat data in the estimation of above-ground biomass in a tropical forest of Nepal. The ALS model showed higher accuracy than RapidEye and Landsat for above-ground biomass (RMSE 56 vs. 93 vs. 96 tons/ha, respectively).
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Introduction

Nepal experiences a wide range of climates, ranging from sub-tropical in the lowlands to arctic conditions in the high mountains. As one might expect, this wide variety of climatic conditions results in considerable variability in forest structure, architecture, and composition [1]. The latest National Forest Inventory (NFI) was conducted in the early nineties and is not sufficient to represent the present conditions, as Nepal has lost approximately 24.5% or 1,181,000 ha, of its forest cover between 1990 and 2010, corresponding to an average of 1.23% or 59,000 ha of forest per year [2]. Forest resource inventories are time-consuming and costly in Nepal because the large variety in forest conditions requires more plots to adequately capture this variability. In addition, access to the forest areas is another obstacle due to the steep mountainous terrain [3]. Without an accurate large-scale forest inventory method, future management plans could be negatively affected by inaccurate and imprecise growing stock estimates, which could lead to improper management decisions. This study investigated the estimation of above-ground biomass using airborne laser scanning (ALS), RapidEye and Landsat data in the southern part of Nepal. The accuracy of the predictions was evaluated by reference to the relative root mean square error (RMSE) and mean deviation.

Methodology

The Terai Arc Landscape region (Terai and Siwaliks) lies between 27.14 N and 29.08 N latitude and 80.15 E and 85.49 E longitude in southern Nepal. Terai is located in south and Siwaliks is located in north side of the study area. This region is well-known for productive services, ecological services, protective services and the secure livelihood it provides for the surrounding peoples. A network of 632 sample plots distributed in 20 ALS blocks over an area of 23,000 km\textsuperscript{2} was surveyed between March 25\textsuperscript{th} and May 20\textsuperscript{th}, 2011. The ALS blocks were selected on the basis of their forest type, with the goal of maintaining uniform distribution of plots across the whole area. The field plots were then placed using systematic cluster sampling. Each ALS block (5 km x 10 km) contained six clusters, with eight plots in each cluster. Fixed circular plots (radius = 12.62 m), covering an area of 500 m\textsuperscript{2}, were utilized. The plots were divided into training (n=500) and validation (n=132) datasets; however both sets covered the variation in the forest characteristics over all the ALS blocks.

The ALS data were collected at daytime between March 14\textsuperscript{th} and April 2\textsuperscript{nd}, 2011 using a Leica ALS50-II laser scanning system operating at an altitude of 2200 m above ground level with a field view of 40°. The RapidEye images were acquired between 15\textsuperscript{th} and 25\textsuperscript{th} March, 2011. RapidEye imagery provides multispectral optical imagery on five bands (blue 440-510 nm, green 520-590 nm, red 630-685 nm, red-edge 690-730 nm and near infrared 760-850 nm) with a spatial resolution of 5m. Five Landsat 5 TM scenes were acquired. Each scene was a level 1T image (Standard Terrain Correction level) with a resolution of 30-m x 30-m. The images were acquired in January/February of 2010 and 2011.

The Landsat images were calibrated relative to each other utilizing the multiple linear regression approach presented by Tokola et al. [4]. The process mainly calibrates for differences caused by atmospheric conditions and sun-sensor angle effects present during an image acquisition. Local radiometric calibration was performed on the RapidEye images utilizing the method developed by Tuominen & Peikkarinen [5]. The RapidEye images were acquired on different dates and during different reflectance conditions, which affect the correlation with vegetation structure. The approach assures the RapidEye images will provide similar spectral responses over comparable forest conditions.
A combination of spectral bands, vegetation indices (normalized difference vegetation indices), and textural features by Haralick et al. [6] from the optical images were used in the above-ground biomass modeling. Each plot extent was utilized to extract a subset image of the spectral bands, vegetation indices, and textural features. The ALS-based canopy height (Height of the 10%, 20% ... 100% percentile for first and last pulse points) and density metrics were employed in the above-ground biomass modeling. The area-based method was used to model the relationships between the field-measured above-ground biomass and the ALS canopy metrics [7].

In this step the sparse Bayesian (SB) was employed to construct the above-ground biomass model. The sparse Bayesian method chooses the best combination of independent variables to form a model by giving weights to the explanatory variables [3]. The RMSE and relative RMSE were used for validating the accuracy of the forest above-ground biomass estimates. Mean deviation was also utilized for determining the accuracy of the model. Mean deviation is the difference between the expected value of the model prediction and the true value. The statistical significance of the mean deviation was estimated utilizing a t-test. The mean deviation was considered to be significant if the absolute value of the t was greater than t corresponding with a probability of 0.05.

Results
The performance of the ALS, RapidEye and Landsat data is shown in Tables 1. The best model for the above-ground biomass consist of six ALS data predictors, while three and five predictors gave the best results with the RapidEye and Landsat data, respectively. The ALS model provided the best performance for all training plots, followed by the RapidEye and Landsat. The ALS data had the lowest relative RMSE of 31% followed by the RapidEye data of 52% RMSE and the Landsat data of 53%. The combination of ALS with RapidEye or Landsat were failed to improve the estimation accuracy of biomass.

Table 1: ALS, RapidEye and Landsat-based above-ground biomass estimation.

<table>
<thead>
<tr>
<th>Above-ground biomass (ton/ha)</th>
<th>RMSE</th>
<th>RMSE%</th>
<th>Adjusted R²</th>
<th>Mean deviation</th>
<th>p-value of t-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALS</td>
<td>56.0</td>
<td>31.3</td>
<td>76.8</td>
<td>−3.8</td>
<td>0.44</td>
</tr>
<tr>
<td>RapidEye</td>
<td>93.0</td>
<td>52.0</td>
<td>37.4</td>
<td>1.9</td>
<td>0.81</td>
</tr>
<tr>
<td>Landsat</td>
<td>96.1</td>
<td>53.7</td>
<td>33.1</td>
<td>2.0</td>
<td>0.81</td>
</tr>
</tbody>
</table>

The residuals of the sparse Bayesian models for all training plots are matched against the fitted values in Figure 1. Although there were several outliers, these were retained in the models in order to tolerate possible model error [8]. But statistical outliers were frequent in the RapidEye and Landsat models, which led to noise and non-constant variance in these cases. It can thus be said that the plot-specific standard error and standard deviation for the RapidEye and Landsat models did not fit with the data. The standard error of the means (thick lines) and the standard deviation (thin lines) were based on bins of data. The black thick lines indicate the mean value of these bins overlapped with the x-axis at 95% confidence intervals.

Discussion and conclusion
This paper shows that the ALS models provided better accuracy than the RapidEye models for above-ground biomass in a mixed-species tropical forest of Nepal. It was promising that the ALS models explained 77% (R² value of 77%) of the variation in above-ground biomass. Such accuracy indicates that the ALS is probably the best available remote sensing method for the estimation of dense tropical forest attributes in REDD plus.

A mixture of studies have been conducted within the last 10 years on the possibilities for predicting forest variables by means of ALS data especially in Scandinavian forests, for instance, Maltamo et al. [10] and nowadays in tropical forests, for instance, Hou et al. [8]. Lower relative RMSE values were recorded from Scandinavian forests. However, the relative RMSE value was higher for tropical forests due to dense forests with
high understory vegetation. Moreover, Asner et al. [9] examined a universal ALS approach for tropical forest and a R² value of 80% recorded for above-ground carbon which comes close to our study, 77%.

ALS models slightly underestimated the attributes especially for the higher above-ground biomass values. The residual error in ALS model marginally increased for the greater stem volume and above-ground biomass values (Figure 1). Plots having high field measured value are likely to have dense canopy. It could be a factor that ALS pulses penetration rate to ground was low where the presence of highly dense under-stories vegetation and presence of complex mountainous forest in the study area. Therefore, some laser pulses are only reflected from the upper canopy and consequently the underestimation of tree height value. Similar trend was also observed in some other studies [8, 11].

On the contrary, the RapidEye models accuracy had higher error and underestimated the estimated field value for stem volume and above-ground biomass. The reason could be that i) the leaves start to drop as the trees during the first RapidEye images were taken and were already fallen when the last set of images were taken so that the lower NDVI values were recorded; ii) RapidEye sensor records the radiance coming mostly from the canopy surface. The fundamental theory is that the canopy allows penetration of the light but at the same time a percent of the incident energy is absorbed. If a dense forest consists of thick layer of needles/leaves just a portion of incident energy reaches the ground and bounces back towards the sensor. Thus most of energy recorded is that scattered by the upper part of the canopy and the variation is biomass beneath remains unrecorded [11].

With respect to the cost of data procurement, ALS was comparatively costly but more accurate than the RapidEye and Landsat, while ALS data is an alternative to achieve the accuracy requirements specified by Tier II and Tier III, as defined by the IPCC. Tout ensemble, the study outputs cast a promising light on the use of sparse Bayesian for forest parameter estimation with accuracy high enough and thereby to provide further support for the REDD methodology development. Finally, this high-tech forest resource mapping can help in the long-term to establish an automated forest monitoring system at the forest department and booster the sustainable forest management in Nepal.
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Highlights: This research is focused on sub-tropical forest which to date have had less focus than other forest biomes and examines the application of small-footprint full-waveform LiDAR. LiDAR metrics were extracted from composite waveforms for developing biomass estimation models in three broad forest types. The performances of these models are assessed and the importance of the metrics for predicting AGB investigated.
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Introduction

The subtropical forests biome accounts for approximately a quarter of the area of China and are particularly important for improving regional ecological environment and maintaining global carbon balance [1]. Despite their importance, there is still considerable uncertainty about carbon budgets within these subtropical forests. Remote sensing techniques can provide quantitative spatial explicit information and “wall-to-wall” observations for carbon stock mapping and monitoring. However, since subtropical forests are typically structurally-complex and carbon-dense ecosystems, optical sensors tend to saturate which inhibits reliable forest biomass estimates in these regions [2]. Light Detection and Ranging (LiDAR) is an active remote sensing laser technology capable of providing detailed, spatially explicit, three-dimensional information on vegetation structure. A large number of studies have demonstrated the potential of LiDAR to accurately estimate biophysical properties over a wide range of forest types [3].

Due to limitations in the electronics of many conventional airborne LiDAR systems, only surfaces that are sufficiently spaced apart can be distinguished into separate returns. Small-footprint full-waveform (FWF) LiDAR systems have become available commercially since 2004; these systems provide new opportunities for forestry studies. These FWF systems digitize and record the entire backscattered signal of each emitted pulse, and allow the recording of detailed geometric and physical properties of intercepted objects. In this study, the capability of ALS for estimating forest biomass was explored using FWF LiDAR data in a subtropical forest of Southeast China. Specific objectives are to (1) to assess a voxel-based composite waveform approach for processing FWF data; (2) to fit above ground biomass (AGB) estimation models with FWF LiDAR-derived metrics in three forest types (i.e., coniferous, broadleaved and mixed forests); and (3) to investigate the importance of these metrics in the models.

Materials and methods

The study area is located in Yushan Forest, southeast China (120°42′9.4″E, 31°40′4.1″N). It covers approximately 1103 ha, with an elevation range of approximately 20–261 m above sea level. The forest in Yushan belongs to the North-subtropical secondary forest with the dominated conifer species (e.g., Masson pine, Chinese fir and Slash pine etc.) and broad-leaved species (e.g., Sawtooth oak, Chinese sweet gum and Chinese holly etc.).

Plot data (30×30m) were collected during 2012-2013 in growing seasons under leaf-on conditions. At each plot, for trees with a DBH≥5cm, diameter, height, height to crown base, and crown width in both cardinal directions were measured. Plot corners were located using dGPS in submeter accuracy. Species and crown classes of all measured trees were recorded. Above ground biomass (AGB) was calculated for individual trees based on species-specific allometric equations and field-measured DBH and height, and then summed to plot-level AGB. A total of 53 plots were used in this research.

The FWF LiDAR data were acquired on 17 August 2013 using a Riegl LMS-Q680i scanner on-board the LiDAR, CCD and Hyperspectral (LiChy) Airborne Observation System. The system was operated at 900 m above ground level. Data was acquired at a 360 kHz pulse repetition frequency with a scanning angle of ±30° from nadir. The returned waveforms were recorded with a temporal sample spacing of 1 ns and beam footprint size of 0.45 m (nadir) in diameter. The average ground point distances of the dataset are 0.49 m in a single strip.
The returned waveforms were calibrated by \( W \) (the pulse width of the emitted pulse), \( I \) (the intensity of the emitted pulse) and \( S \) (the distances between the laser scanner and the reflecting object) [4]. To avoid the effects of off-nadir pointing on the waveform and to integrate non-vertical waveforms from different flight trajectories, a voxel-based composite waveform approach was applied to the full-waveform data [5]. This approach synthesized multiple raw waveforms into composite waveforms through the vertical space partitioning of forest canopies by voxels, and uses the maximum amplitude value to construct new composite waveforms (Figure 1). Total of 14 FWF metrics were derived based on the composite waveforms, i.e., height of median energy (HOME), waveform distance (WD), height/median ratio (HTMR), number of peaks (NP), roughness of outermost canopy (ROUGH), front slope angle (FS), return waveform energy (RWE). These metrics were all summarized as values of mean and standard deviation in each plot.

**Results**

Regression models were developed for estimating AGB of the three forest types. Stepwise selection was performed to select variables for the final models. The relative weights were calculated for each metric in the final models to find their importance [6]. Cross-validation was used to assess model accuracy. AGB were mapped using the forest type-specific regression models with a cell size of 30 × 30 m covering the entire study site.

Overall, AGB for all the forest types are generally well predicted (\( R^2=0.72-0.84 \), rRMSE=16.63-23.25%) (Table 1). The level of variation of AGB explained by forest type-specific models are 75-84%, higher than the levels for AGB in general models (72%). According to the results of relative weights analysis, HOME\( \mu \) has the highest relative importance for each biomass predictive model.

**Table 1: Biomass predictive models and statistics of accuracy assessment.**

<table>
<thead>
<tr>
<th>Models</th>
<th>Parameters and coefficients</th>
<th>( R^2 )</th>
<th>rRMSE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_G )</td>
<td>10.43 (( HOME\mu )) + 2.28 (FS( \mu )) - 3.39 (HTMR( \mu )) - 209.85</td>
<td>0.72</td>
<td>23.25</td>
</tr>
<tr>
<td>( W_C )</td>
<td>8.36 (( HOME\mu )) - 3.02 (HTMR( \mu )) + 1.78(FS( \sigma )) - 96.75</td>
<td>0.84</td>
<td>16.63</td>
</tr>
<tr>
<td>( W_B )</td>
<td>2.45 (( HOME\mu )) + 2.21 (( HOME\sigma )) + 0.52 (FS( \sigma )) - 8.43</td>
<td>0.78</td>
<td>18.16</td>
</tr>
<tr>
<td>( W_M )</td>
<td>-0.56 (( HOME\mu )) - 2.31 (HTMR( \mu )) + 1.35 (NP( \mu )) + 85.32</td>
<td>0.75</td>
<td>20.72</td>
</tr>
</tbody>
</table>

Notes: \( W_G \) = AGB for all forests; \( W_C \) = AGB for coniferous forest; \( W_B \) = AGB for broadleaved forest; \( W_M \) = AGB for mixed forest; \( \mu \) = mean; \( \sigma \) = standard deviation.

![Figure 1: The process of composite waveforms formation and metrics extraction](image)

According to the distribution map of AGB, relatively low AGB was found on steeper slopes, especially in the mountain ridges. Higher AGB values were predicted in most valleys, especially on the northern slopes where the dominant species prefer cooler summer temperatures with sufficient water supply. In some of the north-central areas, very high AGB were associated with old-growth broadleaved forests (e.g., Sawtooth oak). Coniferous-dominated forests contributed high AGB in areas with good site quality and relatively flat areas (e.g., stands dominated by Slash pine at the foot of southern part of the study area). There was a relatively large area of lower AGB in the northwest-central part of the study area, reflecting the presence of low-quality Chinese fir plantations on ridge tops with poor site quality with large canopy gaps and low stem density.

**Discussion**

In this research, AGB for all the forest types are generally well predicted. FWF LIDAR sensors record the detailed geometric and physical properties of forest canopy, which provides a good foundation for strong
relationships between the LiDAR-derived metrics and forest biomass. For FWF metrics analyzed in this study, the average value of HOME (i.e., waveform centroid to the ground) was the strongest predictors of AGB. Drake et al. (2002) demonstrated that HOME is sensitive to canopy openness and the vertical arrangement of canopy elements in the LVIS-footprint (0.05ha) and plot (0.25-0.5ha) level. In this research, we found similar principles at plot (0.09ha) level by using small-footprint (0.45m) full-waveform LiDAR data. It could be explained by: for forest canopy with densely packed woody materials and foliage, few LiDAR pulses can penetrate and reach the ground, thereby increasing HOME. Conversely, for canopy with more gaps, more LiDAR pulses can pass through, thus, reducing HOME. HOME is sensitive to these differences and as a result makes it a potentially good indicator for AGB.

In this study, the forest type-specific models had better performance than the general model (developed from all plots). This is consistent with previous studies which demonstrate that forests with highly variable species composition should be stratified to ensure accurate biomass predictions. Næsset (2004) reported that forest type did not have any significant impact on the estimated biomass models in boreal forest (in southeast Norway, dominated by Norway spruce and Scots pine) [7]. However, in our study, the complex forest conditions in subtropical forests contained greater species diversity, making the effects of tree-species composition (classified as forest types) significant. Overall, the models were more accurate for coniferous and broadleaved forests than in mixed forests across all models. This could be explained as: the dominating coniferous and broadleaved species in our research site have a relatively even-aged tree structure and higher homogeneous composition, i.e., less variation in tree height and density at the plot level. In contrast, the mixed forest has more variability and less accurate LiDAR-derived heights within plots.

Conclusions

This study shows that small-footprint full-waveform LiDAR data had the capability of mapping biomass in subtropical forests. We demonstrated that above ground biomass (AGB) estimations using forest type-specific models performed better than the general model. The metric of the average value of HOME was the strongest predictors of AGB, makes it a potentially good indicator (for AGB) in the subtropics.
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Highlights: A raster database with forest variables for all forest land in Sweden has been produced using
existing airborne laser scanning and field data from the National Forest Inventory. The resulting stand level
RMSEs for stem volume, basal area, mean tree height, and mean stem diameter were 17.2–23.3%, 15.0–18.3%,
6.2–9.7%, and 9.3–14.5%, respectively.
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Introduction

Sweden’s land area covers 41 million ha, of which 22 million ha is productive forest land available for
forestry. Approximately 40% of the growing stock in Sweden is Norway spruce (Picea abies), 40% is Scots pine
(Pinus sylvestris) and the remaining 20% are mostly broad-leaved species, in particular Birch (Betula spp.). The
forest is divided into estates which are owned by 227 000 private forest owners and a few large companies.
The sample plot based National Forest Inventory (NFI) is the most important data source for collecting
objective statistics regarding the forest resources on a national and regional level [1]. The NFI is carried out by
the Swedish University of Agricultural Sciences (SLU).
The Swedish National Land Survey (Lantmäteriet) has carried out an airborne laser scanning (ALS) of
almost all of Sweden, primarily with the purpose of creating a new national Digital Elevation Model (DEM). The
data collected are available free of charge to authorities, and at a low cost to the private sector.

In order to stimulate activities in the forest sector, especially among private forest owners, increased
availability of high quality and up to date spatial information about forest resources would be beneficial. The
government recognised that data from the national laser scanning could provide such information and therefore
provided funding for the production of a nationwide forest database based on these laser data. The project was
led by the Swedish Forest Agency, which is the national authority for supervising the forest sector, and has been
done in cooperation with SLU, which performed the method development and database production.

Objectives

One objective of the project presented here has been to produce a high resolution (12.5 m grid cell size)
nationwide raster database with predictions of stem volume (m³/ha), above ground tree biomass (ton/ha), basal
area (m²/ha), mean tree height (dm), and mean stem diameter (cm) by combining ALS data and field data from
the Swedish NFI.

In addition a number of products that do not require training data, have been produced by the Forest Agency
and by consultants contracted by them. These products include a tree height raster with a 2 m grid cell size, and
maps of slope, hillshading and wet areas. That second part of the project is not included in this presentation

Laser scanning data

The Swedish National Land Survey’s ALS campaign for a new national DEM started in 2009. By the end of
2014, 97 % of the productive forest land in Sweden had been scanned. The scanning is done with a posting
density of 0.5–1 return/m², a maximum scanning angle of 20 degrees from nadir, and is organised in 387 blocks
usually 25 by 50 km in size. The ambition is that each block should be scanned within a minimal time period
using the same scanner. In total, 13 different scanner types were used in the national laser scanning. Most blocks
have been scanned with Leica (74%) or Optech (25%) scanners and only 5 blocks were scanned with a Riegl
scanner. The ambition has been to scan southern Sweden, which has more broadleaved forest, in the spring and
autumn during leaf-off periods, whereas northern Sweden has mostly been scanned during the summer period.

The new national DEM (2 m * 2 m grid cell size) was used as ground reference when calculating vegetation
heights for the ALS returns. Laser metrics such as height percentiles and vegetation ratio were calculated for
12.5 m * 12.5 m grid cells using Fusion software [2]. Differences in the laser point cloud density due to overlaps
between adjacent scanning strips were removed before the laser metrics were calculated. This was done by
selecting data from the scanning strip that were collected with the smallest scanning angles when assigning ALS returns to each grid cell. Laser metrics were also calculated for the NFI plots.

NFI data

In the Swedish NFI approximately 9500 sample plots are field surveyed annually. Of these, 60% are permanent plots with a plot radius of 10 m that are revisited every five years while the remaining 40% are temporary plots with a 7 m radius. The NFI plots are positioned with GPS receivers giving a positional accuracy of about 5 m. Upon permanent plots located in productive forest and not on a stand boundary were revisited and new coordinates were recorded using high precision GPS receivers giving a positional accuracy of about 1 m. Unfortunately, a lack of funding restricted the collection of these more accurate plot coordinates to southern Sweden mainly. However, tests indicated that the need for highly accurate plot positions was less critical in northern Sweden due to the relatively low spatial variation in the forest landscape in the north.

Initial tests in northern, mid, and southern Sweden showed that the lowest RMSEs for stem volume and tree height in all parts of the country were obtained using only permanent plots, which had more accurate coordinate positioning and were larger than the temporary plots. In total, 11500 permanent plots from 2009 to 2013 located on productive forest land were used in the project. The NFI plot data were forecasted or backcasted to the same year as they were laser scanned. This was done using the Heureka forest planning system developed at SLU [3]. Plots that had been disturbed in the time period between scanning and field measurement were removed using information registered during the field inventory and a statistical outlier elimination procedure. In total, about 15% of the plots were removed.

Prediction of forest variables

Linear regression models were used to relate the selected forest variables, or transformations of the variables, to metrics derived from the ALS data. All estimates of models and prediction of grid cell values were done with an automated production line developed in the R statistical software running on Windows PCs. For each forest variable to be estimated were a set of one to six alternative models (depending of variable) used for all laser scanned blocks across Sweden. The models had only two or three explaining variables, the variables used were height percentiles, combination of height percentiles and vegetation ratio, and the standard vegetation of vegetation returns. The regression parameters were re-estimated for each block using field data from the approximately 350 closest permanent NFI plots. These plots were selected from the block to be estimated as well as nearby blocks scanned with the same scanner type (Leica, Optech, or Riegl) and with the same leaf condition (leaf on or leaf off). The choice between the one to six predefined models was done by maximizing the coefficient of determination. The regression models were then used to predict forest data for all grid cells within the block. Since the quality of the predicted values was relatively low in young forests, all variable values for grid cells with a predicted height less than 3 m was set to zero.

Validation data

Field data from 544 stands located in different parts of Sweden were used for validation. Each stand was field surveyed using 5 to 12 circular plots (5 m to 10 m radius) with regular spacing. The validation datasets comes from SLU’s existing test sites and from two Swedish forest companies (Sveaskog and Holmen Skog), representing forests in southern, mid and northern Sweden.

Results and discussion

A nationwide raster database with predictions of stem volume, above ground tree biomass, basal area, mean tree height (basal area weighted), and mean stem diameter (basal area weighted) were produced. The validation results obtained for stem volume, basal area, mean tree height, and mean stem diameter are presented in Table 1.

The validation results are similar, or better, than those obtained with traditional subjective field surveys [4], but slightly worse than reported in many other Nordic studies based on laser scanner data [5]. The validation data set used for the stand level validation was however not ideal, in most cases were only 8 plots, most often with only an 8 m radius, used for estimation of rather large stands. Furthermore, there was up to a 3 year difference between the year of laser scanning and the year of field surveying, and the delineation of the validation stands were taken from existing forest maps. Thus the results presented in Table 1 would be better with higher quality validation data.

The most obvious problem with the estimates is that stem volume, basal area and biomass is overestimated for stands that is scanned during leaf on-season and contains much broadleaved forest. To remove outliers caused, for example, by cuttings and damages between the time of scanning and the time of inventory is an important processing step. The use of data from different scanner types and acquisition time points in the same regression model might be problematic from a theoretical point of view. The approach to only include data in each model that were scanned with the same scanner brand (Leica, Optech or Riegl), and were from the same season (leaf-on or leaf-off), and from a limited geographic area, worked well in practice. The use of geographically nearby reference plots was, however, not as important as we first anticipated. While separation of
scanner brands was found to improve the results, a further separation of scanner models, or even on scanner individuals was tested, but there was no clear indication that this would improve the results. One reason for this might be that the number of suitable field plots is reduced when more criteria are used for selection of the scanners to be used in a given model.

Table 1. Relative RMSE, number of stands, average number of plots per stand, and average stand size for the validation on stand level. The RMSEs have not been compensated for the stand level sampling error.

<table>
<thead>
<tr>
<th></th>
<th>Stem volume RMSE (%)</th>
<th>Tree height RMSE (%)</th>
<th>Stem diameter RMSE (%)</th>
<th>Basal area RMSE (%)</th>
<th>No. stands</th>
<th>Avg. no. plots per stand</th>
<th>Avg. stand size (ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northern Sweden</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Norrbotten</td>
<td>23.3</td>
<td>9.7</td>
<td>12.5</td>
<td>16.3</td>
<td>29</td>
<td>8</td>
<td>33.5</td>
</tr>
<tr>
<td>- Vindeln</td>
<td>17.2</td>
<td>7.7</td>
<td>9.3</td>
<td>-</td>
<td>30</td>
<td>10</td>
<td>11.5</td>
</tr>
<tr>
<td>- Umeå</td>
<td>20.2</td>
<td>6.2</td>
<td>14.5</td>
<td>15.2</td>
<td>11</td>
<td>-</td>
<td>4.1</td>
</tr>
<tr>
<td>- Örnsköldsvik</td>
<td>19.3</td>
<td>6.3</td>
<td>9.6</td>
<td>17.0</td>
<td>221</td>
<td>8</td>
<td>11.1</td>
</tr>
<tr>
<td>Mid Sweden</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Iggesund</td>
<td>20.4</td>
<td>6.6</td>
<td>10.0</td>
<td>18.3</td>
<td>101</td>
<td>8</td>
<td>16.9</td>
</tr>
<tr>
<td>Southern Sweden</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Götaaland</td>
<td>19.0</td>
<td>9.1</td>
<td>11.3</td>
<td>15.0</td>
<td>152</td>
<td>8</td>
<td>8.5</td>
</tr>
</tbody>
</table>

An important part of the project has been to make the database available to forest owners, forest associations, forest companies, authorities, researchers, and the general public. Thus, all predictions can be downloaded as 12.5 m grid cell rasters free of charge at the Forest Agency’s homepage (http://www.skogsstyrelsen.se/skogligagrunddata, at the moment only in Swedish). A tool that allows any stand to be manually delineated, and that prints a pdf file with all the estimated variables has also been developed and can be reached from this homepage.

The cost of the project was in the order of 0.1 Euro/ha forest land. This low cost is due to the use of both existing laser data and existing field plots, as well as the fact that half the Swedish land area is productive forest. As a comparison, the cost of a similar data collection with manual methods would be in the order of 10 Euros/ha. Much of the time has been spent on development and testing different processing alternatives. Another large part of the project has been outreach activities including arranging meetings with end users all across Sweden. The actual processing of the data was highly automated and can thus be repeated in the future at an even lower cost.

The product has been very well received by both forestry professionals and private forest owners, most likely because the data are as good as, or better than, the data they are used to, but with a higher spatial detail, and often more recent. The two most frequent requests from the user are “Will there be a continuation with updated versions?” and “Can we get tree species as well?”.

Conclusions

By using existing airborne laser scanner data and national forest inventory plots, a nationwide raster database with key forest variables has been produced for almost all forest land in Sweden. The accuracy of the estimated variables is sufficiently good for use in forest management planning. The product is being distributed free of charge and has been well received by the users. Advice to those that plan to make a similar product are to use as few scanners as possible, perform the scanning during leaf-off season, and make sure that training data and validation data are from as similar timepoints as possible.
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Highlights: The possibility to produce nation-wide forest attribute maps has been explored using stereo matching of aerial images, the national terrain model and data from the National Forest Inventory. Results are similar to that of ALS based methods, proving image matching to be a future alternative method.
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Introduction

Mapping of forest attributes using Airborne Laser Scanning (ALS) data has recently changed how forest companies acquire forest information in Sweden. For large forest holders, dedicated ALS campaigns together with simultaneous field inventories of training plots is feasible, but this is not cost-efficient for small forest holdings. In an effort to supply owners of small forest estates, and others, with ALS-based forest attribute maps, the Swedish Forest Agency (Skogstyrelsen) is now mapping forest attributes for the whole of Sweden. This is performed using ALS data captured in the ongoing production of a new national digital elevation model and field sample plot data from the National Forest Inventory (NFI) [1]. The national collection of ALS data started in 2009 and has to the end of 2014 covered more the 95% of the productive forest land. However, this data are rapidly aging – every year 3.5% of the forest land is changed due to forest treatments like; clear-cutting, thinning or final felling of seedling trees. With this in mind, organisations providing information to the private forest owners (e.g., forest owner associations and the forestry agency) are now interested in possible future updates of the national forest attribute map.

Digital photogrammetry from aerial images has emerged as one possible technique because it generates 3D data similar to that generated by ALS. 3D data from digital photogrammetry describes the upper part of the canopy surface only, whereas ALS penetrates the canopy and also measures the vertical canopy structure and the ground level. However, studies [2,3] have shown that 3D data from aerial images can map forest attributes with accuracies similar to that of ALS based forest inventory. Since the Swedish National Land Survey annually acquires aerial images of about one third of the country, this is a highly interesting source of 3D data for large-scale mapping of forest attributes.

The aim of this study is to evaluate the accuracy of forest attribute mapping using stereo-matched standard aerial images from the national image acquisition program, in combination with sample plots from the NFI. Here, the attributes basal area weighted mean height (Hbw), basal area weighted mean diameter (Dbw), stem volume (Vol), and basal area (BA) are addressed using area-based estimation.

Material and Methods

The study sites are three image acquisition blocks, one in southern (E2) and two in the central part (N2 & Q2) of Sweden (Figure 1). Within each block, NFI sample plots were selected from the year of the aerial acquisition and the year before, in order to provide a sufficient sample of training data. For this study, both temporary (7 m radius) and permanent (10 m radius) plots were used.

The aerial images where captured using UltraCam Eagle, flying at 3700 m, generating images with a ground sampling distance of 0.25 m and with a forward overlap of 60% and a side overlap of 30%, ensuring that each point on the ground is represented in at least one stereo model. An image block is photographed in one season (i.e., the same year and in leaf-on or leaf-off condition) but the images acquisition dates may differ by many weeks due to poor weather conditions or technical problems. The images were block triangulated using bundle adjustment and radiometrically corrected by Lantmäteriet, as part of their operational aerial image production. Two different methods and software were used for photogrammetric matching of the aerial images to produce point cloud data: (i) SURE [4] which generates a height value for each pixel using cost-based matching, similar to the semi-global matching method; (ii) Match-T DSM [5] using sequential multi-matching where both least squares and feature-based matching were combined. Finally, the point cloud height values were transformed from height above mean sea level to height above ground level by subtracting the height of the ground provided by the national DTM from Lantmäteriet (2 m spatial resolution and 0.2 m RMS vertical accuracy).
For the modelling, metrics describing the point cloud data, such as height distribution and spatial density characteristics were calculated from the point clouds using the Fusion software package for every field reference plot.

Figure 1, the three image acquisition blocks (E2, N2 & Q2) location on a background map of the Nordic countries to the left. The spatial distribution of the NFI sample plots for N2 and Q2, to the right.

The relationship between data from NFIs sample plots and metrics derived from the 3D point cloud was used to develop the regressions models. Validation of the estimation was done at plot level using leave one out cross validation.

Results and discussion

The results of the modelling are summarized in Table 1. The estimation accuracy in terms of RMSE varies little between the three study areas, this despite different seasonal data and different image matching algorithms.

Table 1: Describing the three study areas: E2; N2 and Q2, the image data and the image matching algorithms (IM) used and the results of the validation for each study area and forest attribute in terms of RMSE and bias at plot level using leave one out cross validation.

<table>
<thead>
<tr>
<th>Study area</th>
<th>E2</th>
<th>N2</th>
<th>Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image data</td>
<td>Leaf-on, 2013</td>
<td>Leaf-on, 2014</td>
<td>Leaf-off, 2014</td>
</tr>
<tr>
<td>IM</td>
<td>SURE (semi-global)</td>
<td>Inpho (feature based)</td>
<td>Inpho (feature based)</td>
</tr>
<tr>
<td>n NFI plots</td>
<td>238</td>
<td>165</td>
<td>208</td>
</tr>
<tr>
<td>Hbw</td>
<td>1.7</td>
<td>2.5</td>
<td>2.0</td>
</tr>
<tr>
<td>Dbw</td>
<td>3.5</td>
<td>43.9</td>
<td>43.5</td>
</tr>
<tr>
<td>Vol</td>
<td>44.4</td>
<td>68.8</td>
<td>67.6</td>
</tr>
<tr>
<td>BA</td>
<td>6.7</td>
<td>7.1</td>
<td>7.0</td>
</tr>
<tr>
<td>RMSE%</td>
<td>12.8</td>
<td>15.4</td>
<td>12.4</td>
</tr>
<tr>
<td>Bias</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Bias%</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

The results presented in this study are similar to those acquired in ALS based forest attribute estimations. The National forest attribute map project has reported that the RMSE on plot level is about 9 – 11% for mean tree height; 14 – 16% for mean diameter; 17 – 24% for basal area and evaluations of stem volume prediction have given around 20% RMSE at stand level [1]. In a separate study [6], the study area E2 data set was validated at stand level using 28 independent stands, resulting in RMSEs 11.8% for Hbw, 18.9% for Dbw, 21.8% for Vol and 18.6% for BA. Similar RMSEs have been reported for ALS based forest in the Nordic countries, e.i., 2.5 – 13.6% for Hbw; 5.9 – 15.8% for Dbw; 9.3 – 16.6% for Vol and 8.6 – 13.2% for BA [7]. Thus, aerial images from the national image program together with sample plots from the NFI is clearly a feasible source of information to produce nation-wide forest attribute maps useful for forest management planning purposes.
Major advantages of this approach are the constant availability of new aerial images and the low cost of data. Furthermore, Lantmäteriet is planning to perform image matching, i.e., producing 3D data, for all images acquired 2015 and later as part of their annual image production. However, the weakness of the method is that the density of the forest is difficult to describe, which shows as a saturation of the estimation of high volumes as well as lower accuracies for volume and basal area. This is present in ALS based estimates where forest density is more accurately captured due to the canopy penetration of the active sensor. Further research must be aimed at investigating better describing density metrics as well as leaf-off season images impact on the forest attribute estimations. This because, when generating 3D data from leaf-off aerial images, the matched points tend to be generated on the ground in deciduous forests resulting in large differences between coniferous and deciduous areas for the height describing metrics used in modelling.

Conclusion
This study clearly shows that aerial images from the national image program together with sample plots from the National Forest Inventory can be used for large area forest attribute mapping.
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Highlights: A large-area, 5 m resolution map of woody vegetation extent was derived from satellite data and assessed against a large sample of airborne lidar data. The map had an overall accuracy of 90%, although errors varied greatly depending on vegetation type, cover, height, and fragmentation.
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Introduction

The Australian state of New South Wales (NSW) covers a large area (809,444 km\textsuperscript{2}), a wide range of climates (arid-temperate-subtropical) and a wide variety of vegetation types (shrublands, grasslands, woodlands and forests). The state government uses maps of woody vegetation (defined as trees and shrubs > 2 m in height) for a range of applications including vegetation community mapping, biodiversity studies and native vegetation regulation. Landsat TM/ETM+ data have previously been used for mapping woody vegetation extent across the states of Queensland [1], NSW [2], and Victoria [3], as well as across the globe [4]. The NSW government required a higher resolution map to improve woody vegetation detection, particularly in open woodlands, grasslands and highly modified areas. A method was developed to map woody vegetation extent from Satellite pour l’Observation de la Terre 5 (SPOT5) High Resolution Geometrical (HRG) data at 5 m resolution across NSW, and to validate this map against woody vegetation extent derived from airborne lidar data. By deriving spatially continuous information from a sample of lidar data covering the different vegetation formations found across all regions of NSW, the accuracy of the satellite-derived map with respect to vegetation type, cover, height, fragmentation and location was assessed.

Method

Satellite-derived woody vegetation extent

The SPOT5 HRG data consists of 4 multispectral bands (10 m pixels), and a panchromatic band (2.5 m pixels). A time series of one image per year for the period 2008-2011 was acquired, for a total of 1256 images. The multispectral imagery was corrected for atmospheric and bi-directional reflectance effects [5] and sharpened to 5 m pixels using the panchromatic imagery. The images were masked for cloud and cloud shadow, topographic shadow, and water. An estimate of foliage projective cover (FPC, defined as the fraction of the ground obscured by green leaf) was derived using a multiple linear regression model that related the multi-spectral reflectance to a reference dataset of FPC derived from the existing Landsat model. The probability of a pixel containing woody vegetation was determined using a binomial logistic regression model using the following parameters: mean FPC, mean red reflectance, variation in FPC over time, and vapour pressure deficit. The model was trained using 25930 observations of woody/non-woody vegetation interpreted from aerial imagery or SPOT5 HRG panchromatic images. Woody vegetation extent was mapped by applying thresholds to the probability images, with further editing by trained analysts. Each woody pixel was then attributed with the mean FPC value over time (Fig. 1).

Lidar-derived woody vegetation products

Many discrete return lidar surveys have been acquired over NSW for government use, covering 46,382 km\textsuperscript{2} or 6% of the state. The surveys are not randomly distributed, as many lidar surveys were acquired over rivers, wetlands and urban areas, where high resolution elevation models were required for flood modelling. To ensure that the validation of the SPOT5 HRG product was not biased towards these areas, a subset was taken, where each of the 17 vegetation formation classes [6] within each of the 11 Local Land Service (LLS) regions was represented (Fig. 1). The lidar subset contained 119 tiles of data, from 34 different surveys, covering around 347 km\textsuperscript{2}, equivalent to more than 13.8 million pixels at 5 m resolution. The surveys were acquired throughout 2008-2013, by three lidar instruments. Flying heights ranged from 500-2250 m above ground, footprints ranged from 0.23-1.21 m, and mean pulse density ranged from 1.1-8.3 pulses/m\textsuperscript{2}. Maximum scan angle averaged 16°, with a maximum of 40° in one tile.
Lidar data was sourced as LAS files with ground returns classified, which were converted to the Sorted Pulse Data (SPD) format [7] and spatially sorted into bins aligning with the 5 m SPOT5 HRG pixels. The height of each return above the ground was calculated using natural neighbour interpolation. Plant projective cover (PPC) was calculated for each bin, as the proportion of first returns from the canopy (> 0.5 m above the ground). Lidar woody vegetation extent was defined as pixels where PPC > 0 and at least one return was > 2 m above the ground. Maximum height of the vegetation was also derived as the 99th percentile of first return height. As each lidar tile created a spatially continuous map, the size of each contiguous woody/non-woody region, and the distance of each woody/non-woody pixel to the nearest pixel of the opposite class was also calculated.

Results

Using the lidar-derived woody vegetation extent as reference, the satellite derived woody vegetation extent had an overall accuracy, true positive rate (TPR) and users’ accuracy > 90%, and a false positive rate (FPR) < 10%. The errors were not uniformly distributed across the state, with greatest omission in the semi-arid woodlands with grassy subformation (TPR of 41.6%), semi-arid woodlands with shrubby subformation (TPR of 53.1%), arid Chenopod shrublands (TPR of 54%) and cleared land (TPR of 55.6%), which are more common in the west. The least omission was observed in saline wetlands (TPR of 99.7%), dry sclerophyll forests with shrubby subformation (TPR of 98.7%), and wet sclerophyll forests with grassy subformation (TPR of 98.8%), which are more common in the east. In contrast, the greatest commission was found in the saline wetlands (FPR of 85.5%), heathlands (FPR of 66.8%), and dry sclerophyll forests with shrubby subformation (FPR of 58.8%) that are more common closer to the coast in the east, while the least commission was found in arid Chenopod shrublands (FPR of 0.5%) and grasslands (FPR of 1.5%) that are more common in the west.

Omission of woody vegetation pixels was more common where PPC was low and where vegetation was shorter. For example, there was 46% omission at 1-25% PPC and only 2% omission at 75-100% PPC, while there was 24% omission at 2-10 m height and 1% omission at > 30 m height.
pixels was also more common close to the edges of woody vegetation regions. For example, there was 39% omission of pixels that were < 10 m from a non-woody pixel and only 2% omission of pixels that were > 20 m from a non-woody pixel. The size of contiguous woody vegetation regions also influenced omission errors, with small regions having much greater omission than large regions. For example, there was 30% omission of pixels within woody regions that were < 1 ha and only 8% omission in regions > 3 ha.

Commission of non-woody vegetation pixels as woody was more common where maximum vegetation height approached 2 m. For example, there was 42% commission at 1.5-2 m height and only 6% commission at 0-0.5 m height. False positive woody vegetation pixels were also more common closer to the edges of woody regions, and within smaller non-woody regions. For example, there was 32% commission of pixels that were < 10 m from a woody pixel and only 2% commission of pixels that were > 30 m from a woody pixel, and there was 25% commission of pixels within non-woody regions that were < 1 ha and only 5% commission of pixels in regions > 3 ha.

**Discussion**

The assessment revealed that the type and magnitude of error in the satellite-derived woody vegetation extent was dependent on vegetation characteristics. Omission errors were greatest in arid and semi-arid regions where the vegetation is shorter, has thinner canopies and greater spacing between trees. Commission errors were greater in areas containing tall shrubs, such as heathlands, saline wetlands and dry sclerophyll forests with shrubby subformation. Both omission and commission errors were more common for pixels on the edges of woody regions, which may have partly been caused by differences in georeferencing between the satellite and lidar data. It was also observed that omission errors were common on the side of woody vegetation regions closer to the sun, and commission errors were common on the side in shadow, although this affect has not been quantified. The size of woody and non-woody regions containing errors was also found to have an effect, where omission and commission were more likely in smaller regions. This indicates that the SPOT woody vegetation extent has more errors in landscapes with fragmented, patchy woody vegetation, and where large continuous regions of woody vegetation contain small clearings. The accuracy of the SPOT woody extent map was also found to be similar to a previous Landsat based map, achieving slightly fewer omission errors, but with slightly more commission errors, despite the smaller spatial and spectral resolution of the sensor.

**Conclusions**

Using lidar-derived woody vegetation extent as reference data allowed the accuracy of the satellite-derived map to be assessed with respect to vegetation type, cover, height, and fragmentation. This informs users of the map, who can determine practical limitations based on their knowledge of local vegetation. Future work will assess the high resolution FPC values, once methods of deriving FPC from the lidar data are developed. This will also allow new satellite algorithms to be trained with the lidar data.
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Highlights:

\begin{itemize}
  \item Demonstrates the transferability of leaf area index (LAI) prediction method over sites in the Southern-USA, and highlights the problems with the transferability of previous methods.
  \item Successfully demonstrates the vertical stratification of forest layers and the estimation of the contribution of the dominant canopy and understory to a sites total LAI.
\end{itemize}
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1. Introduction

The management of forested environments typically requires a great deal of information to ensure the objective of a site is achieved. For plantation forests this often means the production of biomass, or stemwood. The production potential for forest stands is correlated with the stands capacity to intercept light. This capacity, in turn, is a function of foliage production, lifespan and distribution. Of these, foliage production is believed to be the strongest link to productivity. Strong correlations between Leaf Area Index (LAI) and pine productivity have been reported. LAI is defined as half the total leaf surface area per ground surface area.

The vertical distribution of total leaf area within a forest stand will vary in forest environments which will impact the amount of light available to each tree. The density of vegetative components at higher levels will also affect the amount of light available for the growth within lower layers through shadowing. The sum total leaf area within a plot will include all dominant canopy and understory layer components, where the contribution of each layer can vary.

Both direct and indirect techniques exist for the assessment of LAI in situ, including destructive sampling and optical methods. Although these methods are considered accurate, they are time consuming, labor intensive and costly. Thus, they are impractical for measuring LAI continuously over large areas. The analysis of airborne discrete return laser scanner data (LiDAR) remote sensing can characterize both horizontal and vertical structures within forested environments. There exists a substantial amount LiDAR research studies which attempted to use the three-dimensional structural information from LiDAR to estimate LAI based on statistical methods. The estimation of vertical distribution of leaf area from airborne discrete return LiDAR has seen relatively little attention in terms of research, presumably do to the difficulty in the logistics of validating such vertical estimates across a study site.

A number of approaches have been applied to the estimation of vertical layer attributes, such as the heights of the dominant canopy and understory, using airborne discrete return LiDAR.
For example a number of studies utilize an approach where analysis is performed upon LiDAR returns which are summed at set heights, also known as volumetric pixels (voxels), in order to separate the vertical profile into different layers. Each voxel requires the horizontal and vertical extent to be defined by the user, for example 1x1x1m, allowing stacks of bins to be generated for each 1x1m of horizontal extent.

The aim of the current study was to develop a method to identify the vertical components of a given location and estimate the dominant canopy LAI component across multiple intensively managed Loblolly pine plantation forests subject to a number of different silvicultural management types using commercial airborne discrete return LiDAR technology at the field plot scale.

2. Materials and methods

2.1 Study sites and field data

A total of five study sites were visited which are located within North Carolina and Virginia, USA, in 2008 (88 plots) and 2013 (28 plots) in support of research studies investigating the role of intensive management in optimizing Loblolly pine (Pinus taeda L.) production. An additional three study sites were visited in Virginia, USA during 2014 (85 plots) and revisited in 2015. In each of the locations visited, field plots were established to sample various tree heights, planting densities and ages, in addition to sampling various understory densities, coverage and heights, and to include plots containing no understory. At each field location visited in between 2008 and 2014 tree height and LAI data was collected using the LiCor LAI-2000 Plant Canopy Analyzer on each plot during the summer. All field plots enumerated in 2014 were revisited during the winter (January) in 2015 to ensure leaf-off conditions for broadleaved understory vegetation.

2.2 LiDAR data

LiDAR data was produced from three separate acquisitions utilizing three different sensor designs and acquisition parameters: (i) 2008 – Optech ALTM 3100; (ii) 2013 – Riegl VQ-480; and (iii) 2014 – Leica ALS50, in parallel with field data collection. Plot level metrics relating to the distribution of height and intensity were generated. Plot-scale voxel stacks were created at the vertical separation of 0.2m, and a kernel smoothed regression line fit to the data, layer height parameters were extracted using local maxima and minima detection.

2.3 Statistical analysis

The LiDAR metrics generated from the 2008 and 2013 datasets were input into stepwise multiple regression analysis in order to generate a predictive model for LAI. This model was then validated against field metrics recorded in 2014. In order to remove the potential influence of understory LAI from the plot total, the plot locations visited in 2014-15 were used to generate a predictive model for estimating the difference in LAI between the summer and winter. This correction was then applied to winter LAI values of plot locations containing understory creating estimates of canopy only LAI.

2.4 Canopy only LAI

Layer height metrics from the voxel based analysis were utilized to re-compute those LiDAR metrics utilized in the LAI predictive models. Canopy only LAI estimates were then computed and compared to the field-based estimates of canopy only LAI.

3. Results and Discussion

Those LiDAR derived metrics (from 2008-2013) which calculated non-linear transformed indices using ratios of the sum of returns from different heights against one another, which used all returns, produced the strongest correlations (R² 0.88; RMSE 0.36). The same model applied to the
data collected in 2014 also correlated strongly ($R^2$ 0.86; RMSE 0.37). The results of the current study initially demonstrate the estimation of LAI across multiple disparate sensor or data acquisition configurations using a single model, and which offers the potential of a transferable model for similar study sites within the South-Eastern US, or at least those of managed Loblolly pine. Those indices derived from single, first-of-many and last returns or the sum of return intensities consistently produced lower correlations and exhibited a number of differences in terms of value distribution which indicates separate populations corresponding to the data from the two separate LiDAR acquisitions. This implies that indices developed using such data from disparate LiDAR sensor or data acquisition configurations are not transferable, or require acquisition specific calibration.

The method of estimating the dominant canopy LAI from LiDAR derived indices produced strong correlations between field estimates for (i) plots with understory $R^2$ 0.72 (RMSE 0.35) and (ii) when this data was combined with plots containing no understory $R^2$ 0.83 (RMSE 0.46). The application of this approach has could assist site management and augment existing estimates of stand LAI to assess the productivity of a dominant vegetation layer, and the effects of competing vegetation. Although there were some problems with the detection of vertical layers merged together, understory presence could be detected in the majority of cases. In terms of management objectives within the context of managed Loblolly pine forests, Fox et al. [1] suggests that the optimal level of pine peak-LAI (3.5 or greater) may require competition levels to be managed in order to reach this optimal level. An assessment of this type, from the plot to landscape scale, could now be potentially feasible using airborne LiDAR.

4. Conclusion

The application of discrete return airborne LiDAR hold potential for estimating total LAI with high accuracy horizontally when compared with multispectral image analysis, particularly in forests of high biomass, and in closed canopy conditions with understory components beneath. The results of the current study demonstrate the potential transferability of the LAI prediction model, the capability to detect vertical canopy layers and the prediction of LAI above height thresholds defined by those layers.
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Highlights: We compare Plant Area Density (PAD) profiles derived from Terrestrial Laser Scanning (TLS) and contemporaneous Aerial Laser Scanning (ALS) in dense tropical forest. Poor sampling of the lower part of the canopy profile by ALS is mitigated by using a multiple resolution approach. Anisotropy of transmittance revealed by TLS allows further improvement of PAD estimates.
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Introduction

Leaf area Index (LAI, the one-sided green leaf area per unit ground surface area m\(^2/m^2\)) is a major driver of water and carbon exchanges and controls radiation extinction within the vegetation. It is therefore a key parameter in biogeochemical cycles and in vegetation dynamics. However, the measurement of Leaf Area Index in dense evergreen tropical moist forest is a considerable challenge. LAI estimates of moist tropical evergreen forests almost exclusively rest on indirect methods which all have serious limitations. Hemispherical photographs and optical devices such as the Leaf Area Meter LAI2200 are very sensitive to assumptions made on degree of clumping \([1]\) and leaf angular distribution \([2]\). Besides, these methods do not allow distinguishing between photosynthetic and non-photosynthetic materials, leading to the estimation of PAI (Plant Area Index) rather than LAI. Remote sensing indices (NDVI, EVI) typically saturate at high LAI values \([3]\). The ability of Lidar to measure forest 3D structure, with an unequalled level of detail at both tree and plot level using Terrestrial Laser Scanning (TLS) systems and over large area with a coarser resolution using Airborne Laser Scanning (ALS) systems, opens up new possibilities to assess this key forest variable.

Material an methods

Multiple-return ALS provides spatially accurate information on laser beam progressive extinction during its downward path through the canopy. Therefore it has obvious potential for LAI estimation. A number of studies using different approaches have been conducted to evaluate the potential of ALS for this purpose \([4\text{-}6]\). In the present study we took a slightly different stance from previous works by 1) bringing in more complete information on the return signal provided by an up-to-date Full Wave Form ALS system (Riegl LMS Q560) combined with 2) precisely georeferenced multiple-return TLS (Riegl VZ400) acquisitions.

Using aerial laser scanning, backscattered energy is digitized and post processed to identify distinct echoes whose 3D position and amplitude are recorded \([7]\). From this information the projected area of objects intercepted by the laser beams are estimated, conditional to a number of regularity assumptions about vegetation optical properties.

A statistical analysis of ALS data showed that c. 50\% of the variability of vegetation returns amplitude was explained by the echo rank and the total number of returns detected. Ray tracking of all laser shots within a voxel space and localization of their echoes allowed determining a local vegetation transmittance which was used to estimate local vegetation density (PAD m\(^2/m^2\)). However in our data set almost one third of the canopy volume (at 1 m\(^3\) resolution) was not sampled by any laser pulse optical path. In such case or in the case transmittance was null, local transmittance was recomputed from the next coarser resolution and the process iterated to fill in the gaps.

Conversely all canopy voxels were sampled by at least 1000 shots using our dense multiple TLS acquisitions protocol. However because TLS data suffer from a fundamental indeterminacy (the generally unknown fraction of a given pulse which may not have been intercepted) a slightly different algorithm was used to compute the transmittance from TLS data. Transmittance in any voxel was computed as the weighted mean ratio of returns per shot (where the weight is the shot path length within a voxel) and single shot transmittance is either 0 or 1. TLS multiple station acquisition and resulting omnidirectional sampling also provided a way of exploring transmittance dependence on shooting inclination angle. We analysed the transmittance directionality by sub-
setting TLS shooting elevations per 10-degree steps and analysed transmittance per direction along the entire canopy height profile.

**Results and perspectives**

Plant Area Density (PAD) was estimated from transmittance values assuming a spherical distribution function of foliage elements. Vegetation vertical profiles (mean PAD per vegetation layer) were established for six quadrats of 24mx24m in the scanned area (Figure 1). Three different profiles are shown per quadrat: ALS derived profiles obtained with or without using the multi-resolution approach as well as the TLS derived profiles. Multi-resolution processing efficiently corrected for most of the discrepancies between ALS and TLS profiles occurring in the lower canopy which was under-sampled by ALS. PAI estimates from TLS and multiresolution appeared to be within 5% of each other at the spatial scale considered.

![Figure 1: Vegetation density profiles (PAD) per 24mx24 m quadrats in dense tropical forest obtained either by Terrestrial laser scanner (TLS) or aerial laser scanner (ALS). Elementary volume (voxel) is 1 meter except for the ALS multi case which uses multiple resolution (here 1 to 4m) to fill in non sampled elementary voxels.](image)

Variation in transmittance with inclination was found to be significant indicating that the actual leaf (or rather plant material) inclination distribution function was not spherical. Remarkably this anisotropic response was very similar from top to bottom of canopy. To evaluate the error made by assuming a spherical leaf inclination distribution function, we will adjust an ellipsoidal foliage element angle distribution and Plant Area Density to fit the observed directional transmittance values. The parameterized ellipsoidal distribution function will then be used to compute PAD from ALS data. The magnitude of the difference in PAD profiles resulting from the use of two leaf angle distribution functions will be estimated (underway).

Further improvement in ALS estimates may be obtained by taking into account the local variation in optical properties (reflectance) occurring between individual crowns. This should improve transmittance estimates from which PAD profiles are derived. Further developments will be needed to assess LAD profile instead of PAD profiles from both TLS and ALS data, e.g. by developing methods to separate foliage from large woody elements. Dense TLS sampling could then be used to evaluate the foliage clumping index to further improve LAI estimates.
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Abstract
The directional gap fraction (DGF) is an important factor for retrieving forest canopy biophysical structural parameters, bidirectional reflectance distribution function (BRDF), and radiation regime within and below a forest canopy. Laser beams actively emitted from light detection and ranging (lidar) system usually penetrate through a forest canopy with a specific off-nadir direction. In the present study, the range of scan angles of the aerial laser scanning (ALS) system was so wide (-29 ~ 29 degrees) that the incident angle of laser beams should not be neglected. We proposed a novel physically-based method to retrieve the DGF, extinction coefficient and effective leaf area index (LAIe) only based on the X, Y, Z coordinates of each point. Both single- and multi-flight-coverage forest plots were analyzed for computing the DGF both for each point stripe with same scan angle and the whole forest plot points. In addition, due to the uncompleted sample of the forest canopy surface and limited penetration ability of laser beams from ALS system, the ALS-based LAIe could predict 71.92 % variation of digital hemispherical photography (DHP) based LAIe estimation results with the linear regression statistical model as $Y = 1.042X + 0.899 (N = 18, p < 0.001)$, however, the ALS-based LAIe tended to underestimate the results from DHP-based method, especially for the forest plots with high density and wide scan angle.

Key words: Directional gap fraction, effective leaf area index, aerial laser scanning, scan angle

1. Introduction
Leaf area index (LAI) is one of the most key parameters for different ecological process-based and bidirectional reflectance distribution function (BRDF) models [1-5]. Beer-law is the theoretical foundation for LAI retrieving from either ground or remotely sensed data based algorithms [6-11], which quantitatively characterizes the light attenuation during penetrating through a forest canopy with the non-randomly distributed foliage elements. It could be defined as:

$$\ln(P(\theta)) = -G(\theta)L_e / \cos(\theta)$$

where $\theta$ is the zenith angle of incoming solar beams; $L_e$ is the effective leaf area index (LAIe) [12] which could be converted into true LAI by multiplying clumping index ($\Omega$) [13] associated with tree species; $P(\theta)$ and $G(\theta)/\cos(\theta)$ are the gap fraction and extinction coefficient of the foliage elements for the incoming solar beams with $\theta$ zenith angle and full-range azimuthal angles ($0 ~ 360$ degrees), respectively.

In order to differentiate the FOV- and directional- based measurements and provide generic terms for different applications, we defined the “angular gap fraction (AGF)” and “directional gap fraction (DGF)” in this paper. The AGF is capable to describe the gap fraction of a forest canopy region within the same zenith angle and whole or partial azimuthal angles from ground-based perspective such as the whole or partial annulus rings of a digital hemispherical photo. However, the DGF is more appropriate to characterize the spatial variation of the view angle dependent gap fraction for a forest canopy observed from the sky. Lidar has been widely used to retrieve forest canopy structural parameters due to the build-in 3D mapping ability by measuring the transmittance distances of laser beams between the scanner and target objects at the speed of light [14-16].

The current work attempted to develop an approach to retrieve the extinction coefficient based on point cloud data generated using ALS with considering scan angle information. By calculating the DGF and extinction coefficient with considering the scan angle information for each point stripe of a forest point plot cloud data, the LAIe results could be obtained for both each point stripe and the whole forest plot. The objectives of this paper are as follows:

Developing the physical based methods to estimate the DGF, extinction coefficient, and LAIe of a forest point cloud data for parallel incident solar beams or laser beams with same scan angle emitted from ALS system; and

(1) Exploring the variation of the DGF of a forest canopy by changing the view angles from sky by using the multi-coverage forest plot point cloud data generated from ALS system.

2. Materials and methods
2.1 Study area
Washington Park Arboretum (WPA) located in south of University of Washington, Seattle, USA, which is an urban heterogeneous forest with over 20,000 trees, shrubs and vines (Figure 3), the topographic elevation variation of WPA falls in the range from 10 m to 48.47 m, and the slope variation is less than 15%. 27 circular plots with 30 m radius were selected in this study with the LAIe ranging from 0.19 to 6.48, and a range of 4,000 different tree species.

2.2 DGF estimation
The non-ground forest point cloud restored into original spatial distribution pattern was then divided into different stripes according to scan angles. The bounding box of each point cloud stripe with same scan angle was first
reconstructed with the minimum and maximum value of X, Y, Z coordinates as the corner point coordinates, and the geometric center of the bounding box was set as the new origin of the Cartesian coordinate system. By assuming that the incoming solar beams always come from nadir direction, by rotating the point cloud data, we can simulate the different directions of incoming solar radiation. The direction of incoming parallel laser beams would be the nadir direction, however, the relative position between the incident laser beams and points and the spatial distribution pattern of the points was kept the same as their original situation. Then, the voxelization process was implemented for the rotated point stripes in order to estimate the DGF, a number of voxels would be produced in 3-D space to explore the forest point distribution pattern.

2.3 Extinction coefficient estimation

For the incident parallel laser beams with fixed direction, the extinction coefficient of a forest stand could be obtained by finding the orientation distribution of the “effective foliage elements”. Although only partial surface was sampled due to the occlusion effect for some single flight coverage forest plots, the sampled points represented the effective foliage elements in terms of the penetration of parallel incident beams with specific direction. Thus, extinction coefficient could be obtained through the ellipsoidal model [17] after characterizing the foliage elements orientation distribution. In the present work, the method developed by Zheng and Moskal [18] was employed to retrieve the foliage element orientation distribution by computing the normal vectors for every point within a neighbor region of a forest plot point cloud data. The normal vectors of each point within a neighbor region was reconstructed for a forest plot point cloud data. The leaf angle distribution could be characterized by computing the normal vectors for given point cloud data.

2.4 LAIe estimation

Dividing forest plot point cloud into different stripes according to different scan angles of incident solar or laser beams, the LAIe for the whole forest stand could be obtained by summing up the LAIe for each stripe. The LAIe for each stripe was retrieved based on the equation 1 through computing the DGF and directional extinction coefficient.

\[
\ln(P(\theta, \alpha)) = G(\theta, \alpha) \times L_e / \cos(\theta)
\]

where \(\theta\) is the zenith angle of incoming solar or laser beams, \(\alpha\) is the azimuthal angle of foliage element, \(L_e\) is the LAIe. Therefore, the LAIe for the whole plot could be obtained through computing the following equation:

\[
L_e = \omega_1 L_{e1}(\theta_1, \alpha) + \omega_2 L_{e2}(\theta_2, \alpha) + \cdots + \omega_n L_{en}(\theta_n, \alpha)
\]

\[
= - \left[ \omega_1 \cos \theta_1 \ln \left( \frac{P(\theta_1, \alpha)}{G(\theta_1, \alpha)} \right) + \omega_2 \cos \theta_2 \ln \left( \frac{P(\theta_2, \alpha)}{G(\theta_2, \alpha)} \right) + \cdots + \omega_n \cos \theta_n \ln \left( \frac{P(\theta_n, \alpha)}{G(\theta_n, \alpha)} \right) \right]
\]

where \(\omega_1, \omega_2, \ldots, \omega_n\) were proportion of the i-th \(L_e\) of the point stripe with same scan angle to the total \(L_e\) of the whole forest plot, it could be computed as the ratio of the number of points in each stripe over the total point number of each forest plot.

3. Results

![Figure 1. DGF variation along different tree height. Inset (a) is the point density distribution map along different elevations; (b) is the accumulated directional gap fraction from the bottom to top of plot 29 with multi-scan coverage; (c) is the comparison between DHP-based LAIe and the ALS-based directional LAIe by incorporating scan angle information.](image)

4. Discussions

4.1 Anisotropy of view angle dependent DGF

The anisotropy of DGF indicated the importance of the view direction in terms of DGF computation, especially for the lidar-based BRDF study. The actively emitted laser beams usually penetrated through a forest canopy with specific
direction and sampled partial forest canopy surface, thus, the DGF is an important proxy to characterize the light penetration, radiation regime, and the geometric optical characteristics of a forest canopy.

4.2 Sensitivity analysis of voxel size on DGF

Changing of voxel size will alter the number of points in each voxel, and further affect the DGF in each slice plane. Thus, it is necessary to explore the optimum voxel size in terms of the DGF estimation based on the point cloud data generated from ALS. By changing the side length of cubic voxel from 0.1 to 5.0 m, the vertical DGFs were calculated accordingly we found that there is a relative stable range existing ranging from 0.5 m to 1.5m.

5. Conclusions

By retrieving the LAIe with considering the scan angle information through computing the DGF and extinction coefficient for different forest plots, we found that DGF was a view angle dependent variable which suggested that the scan angle of laser beams should not be ignored in terms of the LAIe estimation based on the point cloud data generated from ALS system. The ALS-based DGF will be a key factor to investigate the directional reflectance characteristic of a forest canopy based on the physical-based BRDF model driven by ALS produced point cloud data.

References:

Validation of continental scale vertical plant profile mapping using waveform lidar airborne laser scanning

John Armston\textsuperscript{1,2}, Peter Scarth\textsuperscript{2}, Richard Lucas\textsuperscript{3,2}
Philip Lewis\textsuperscript{4,5}, Mathias Disney\textsuperscript{3,5}, Stuart Phinn\textsuperscript{2}

\textsuperscript{1}Remote Sensing Centre, Queensland Department of Science, Information Technology and Innovation, Australia
\textsuperscript{2}Joint Remote Sensing Research Program, School of Geography, Planning and Environmental Management, University of Queensland, Australia
\textsuperscript{3}School of Biological, Earth and Environmental Sciences, University of New South Wales, Australia
\textsuperscript{4}Department of Geography, University College London
\textsuperscript{5}NERC National Centre for Earth Observation (NCEO)

Highlights: A simple radiative transfer model was adapted to map directional gap probability at high spatial resolution (1m) using waveform lidar datasets from Australia’s Terrestrial Ecosystem Research Network (TERN)’s remote sensing program (Auscover). These products validated maps of vertical plant profiles for the Australian continent derived through integration of ICESat GLAS waveforms with ALOS PALSAR and Landsat data products.
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Introduction

Vertical plant profiles are important descriptors of canopy structure and current research is exploring ways of combining these with radar and optical remote sensing data products to predict above-ground biomass (AGB) over large areas. In Australia, an approach has been developed to produce large area maps of vertical plant profiles by extrapolating waveform lidar estimates of vertical plant profiles from ICESat/GLAS using large area segmentation of ALOS PALSAR and Landsat satellite image products [1]. A preliminary national product has been developed under the auspices of the Japanese Space Agency (JAXA) Kyoto & Carbon (K&C) Initiative (http://www.eorc.jaxa.jp/ALOS/en/kyoto/kyoto_index.htm). However independent validation is required to assess large area segmentations, validate retrieved height and cover metrics, and identify limitations to be targeted in future development.

Airborne laser scanning data may be used to estimate vertically resolved directional gap probability $P_{\text{gap}}(\theta,z)$ and derive vertical plant profiles equivalent to the ICESat/GLAS products produced by [1]. We previously developed and validated a method for the direct retrieval of $P_{\text{gap}}(\theta,z)$ from waveform lidar using data acquired from airborne laser scanning platforms [2]. In contrast to discrete return data, the $P_{\text{gap}}(\theta,z)$ retrievals were insensitive to differences in sensor and survey configuration but estimates were biased when local spatial variation in ground reflectance was highest at distances greater than the footprint size but less than the plot size. Here we extend the method to account for local spatial variance in ground reflectance and map over large areas. The approach has been applied to Terrestrial Ecosystem Research Network (TERN) Auscover data for independent validation of the Australian vertical plant profile mapping.

Australian Vertical Plant Profile Mapping

ALOS PALSAR L-band Fine Beam Dual (HH and HV) polarisation data mosaics at 25 m spatial resolution, provided through the JAXA K&C Initiative, were combined with an Australian mosaic of persistent green vegetation cover derived from Landsat sensor time-series data [1]. These data were segmented to map clumps of contiguous vegetation structure and reduced to a maximum of 4000 unique classes using $k$-means based cluster analysis. These classes were then intersected with ICESat/GLAS L2 (Release 33) Global Land Surface Altimetry Data (GLA14) data acquired between 2003 and 2009 and obtained from the National Snow and Ice Data Centre (NSIDC). All GLAS laser shots were corrected for differences in footprint size, laser output power, vegetation/ground reflectance, and terrain slope. These laser shots were aggregated for each cluster and processed to mean vertical profiles of $P_{\text{gap}}(\theta,z)$. Vertical plant profiles were then derived and height of peak foliage density ($H_{\text{peak}}$) and height percentiles (95\textsuperscript{th}, 75\textsuperscript{th}, 50\textsuperscript{th}, and 25\textsuperscript{th}) extracted. To produce a national map, each clump in the original segmentation was then assigned the mean vertical profile corresponding to the nearest cluster centroid.
Methods

Airborne laser scanning data collection
The 11 TERN Auscover sites are located in significant Australian biomes across a wide range of environmental conditions from wet-tropics rainforest to low open woodlands and shrublands. Airborne lidar surveys have been undertaken at these sites since February 2012 and are ongoing. Each survey used a waveform recording RIEGL LMS-Q560 operating at a nominal altitude of 300m and with >50% overlap between flight paths, resulting in >10 pulses per square metre. Each site nominally covers a 5 by 5 km area, and so often provides complete sampling of vertical plant profile map segments. These data are open access and may be obtained from http://www.auscover.org.au/data/product-list.

Waveform lidar product development
Waveform lidar processing was implemented for large datasets using an open source processing framework developed in Python and based on the sorted pulse data model [3]. Decomposition of waveforms, calibration and estimation of above-ground heights for individual returns are described by [2] and references therein. High spatial resolution (1 m) DEM, canopy height model, and canopy mask image products were also derived for interpretation of errors in the Australian vertical plant profile mapping.

Vertical profiles of the directional canopy gap probability \(P_{\text{gap}}(\theta, z)\) were derived for each laser pulse using a model developed by [2]:

\[
P_{\text{gap}}(\theta, z) = 1 - \frac{\int_{z_{\text{max}}} R_{\rho_g} \, dz}{\int_{z_{\text{max}}} R_{\rho_g}^1 + J_0\rho_g - R_{\rho_g}^1} \tag{1}
\]

where \(R_{\rho_g}\) is the integral of canopy return intensity, \(R_g\) the integral of ground return intensity, and \(J_0\rho_g\) the ground volumetric backscattering coefficient accounting for transmission effects. \(J_0\rho_g\) may be estimated from the integral of unimodal ground returns and averaged for a local area [2]. We assumed \(\theta\) was equal to zero for the present analysis. To avoid the assumption of constant \(\rho_g\) in a local area, we used a robust 2D smoothing spline based on the discrete cosine transform [4] to derive grids of \(\rho_g\) at the native spatial resolution of the ALS datasets (1 m).

Using these estimates of \(\rho_g\), \(P_{\text{gap}}(\theta, z)\) were derived for each grid cell. Estimates of \(\rho_v\) were also calculated by:

\[
\rho_v = -R_v \rho_g / (R_g - \rho_g).
\]

The \(P_{\text{gap}}(z)\) estimates were then aggregated to the Australian vertical plant profile map image segments and equivalent profiles calculated. Estimates of height of peak foliage density (\(H_{\text{peak}}\)) and height percentiles (95th, 75th, 50th, and 25th) were then extracted from these vertical plant profiles for comparison.

Results and Discussion

Waveform lidar data products
Maps of \(\rho_g\), \(\rho_v\), and \(P_{\text{gap}}(\theta, z)\) at 1 m spatial resolution are shown in Figure 1(a-c) for the Karawatha Forest Park TERN Auscover site in South East Queensland. The \(\rho_g\) and \(\rho_v\) maps show spatially variable ground reflectance and relatively constant canopy reflectance for the Eucalyptus spp. dominated canopy. Validation of \(P_{\text{gap}}(\theta, z)\) estimates using field measurements across all TERN Auscover and state government agency sites also highlight the need for modelling spatially variable ground reflectance over assuming a constant in the estimation of \(P_{\text{gap}}(\theta, z)\). Estimates of the height of peak foliage density derived from the \(P_{\text{gap}}(\theta, z)\) profiles at 1m spatial resolution are shown in Figure 1(d).

Validation of ICESat/GLAS mapping
Initial results indicate a closer correspondence between relative apparent vertical plant profiles than absolute vertical plant profiles. An example is provided in Figure 1(f), where height percentiles from the relative \(P_{\text{gap}}(z)\) profiles are similar. However the vertical plant profile from the K&C map show a higher level of cover compared to the reference (RIEGL) profile. This may be at least partially explained by the date difference between the airborne and spaceborne data captures.

Initial validation show \(r^2\) values between 0.4 and 0.7 for the different height metrics at the Karawatha Forest Park TERN Auscover site. However the comparison needs to be expanded to all sites to capture a greater range of vegetation height and cover classes. As well as expand the comparison across all TERN Auscover and State
Government monitoring sites, current work is testing if within-cluster vertical plant profiles, metrics and distributions are consistent between map segments.

Figure 1: Example of airborne waveform lidar products derived for the Karawatha Forest Park TERN Auscover site in South East Queensland, Australia (a-d) for validation of K&C Australian vertical plant profile mapping. A regional example (e) of the height of peak foliage density from the ICESat/GLAS mapping, and an example (f) comparison to the airborne (RIEGL) mapping for a single image segment, are also shown. The extent of the Karawatha Forest Park site is shown in red.

Conclusion
Outcomes of this work include an approach to account for local spatial variance in ground reflectance in the direct estimation of $P_{\text{gap}}(\theta, z)$ using the simple radiative transfer model of [2], and application of this approach to large waveform lidar datasets generated from airborne laser scanning. This permits direct estimation of vertical $P_{\text{gap}}(\theta, z)$ profiles, derived apparent vertical plant profiles, and related parameters at finer spatial resolution and over larger areas than previous studies. These are being applied to validate the K&C vertical plant profile mapping for Australia and the results at all TERN Auscover sites will be presented at SilviLaser 2015. Ongoing research is evaluating existing airborne laser scanning archives held by Australian state and federal government agencies for directly calibrating vertical plant profile and AGB mapping for the Australian continent.
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Highlights: We introduce a ray-tracing based approach for mapping occluded areas in airborne laser scanning (ALS) data for a temperate mixed forest in Switzerland. Furthermore, the approach showed promising results towards a three-dimensional retrieval of plant area index (PAI) from ALS data.
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Introduction

Accurate three-dimensional information of canopy structure contributes to better understanding of radiation fluxes within the canopy and the physiological processes associated with it. Small-footprint airborne laser scanning (ALS) data proved valuable for characterizing the three-dimensional structure of forest canopies [1]. Nevertheless, very few studies actually analysed what the ALS system was able to actively observe and which parts were occluded from the system due to dense vegetation or scanning patterns [2]. The information about occluded areas could be of importance and could serve as a quality layer for characterizing the three-dimensional structure of the forest canopy. We therefore introduce a ray-tracing based approach for characterizing the ALS observation pattern inside a three-dimensional voxel grid. The study was performed on the Laegeren test site (47° 28´ 43.0 N, 8º 21´ 53.2 E, Switzerland), a temperate mixed forest characterized by steep slopes and high species diversity. Both, leaf-on and leaf-off ALS acquisitions were available for analysing seasonal differences in occluded areas.

As a key canopy structural characteristic, plant area index (PAI) serves as an important input parameter for radiative transfer modelling. PAI is defined as half the total area of leaves and woody materials per unit ground area [3]. ALS proved valuable in deriving PAI using simple approaches based on the Beer-Lambert law of light extinction and the estimation of penetration rate of the laser pulses through the canopy (e.g. in [4]). By relying on physically based approaches, requirements for field calibration is minimized which is of special interest for large area sampling. In this study, we analysed the possibility of deriving voxel-based PAI estimation from ALS measurements using the proposed ray-tracing approach.

Materials and Methods

ALS data were acquired over the Laegeren test site under leaf-off (April 10th 2010) and leaf-on (August 1st 2010) conditions. Both campaigns were flown with a nominal height of 500 m above ground and a beam divergence of approximately 0.5 mrad resulting in a footprint size of 0.25 m. The wavelength of the laser was 1550 nm. A flight strip overlap of approximately 50% finally lead to a mean point density of 20 m$^{-2}$ in the leaf-off and 40 m$^{-2}$ in the leaf-on dataset. The positional accuracy of the ALS data was <0.15 m in vertical and <0.5 m in horizontal direction. Plot-level PAI estimates from digital hemispherical photographs (DHPs) were available for validation purposes.

For the estimation of the voxel-based PAI, the scene was first divided into a three-dimensional voxel grid with a predefined voxel dimension. Afterwards, each laser pulse was traced through the voxel grid using a simple voxel traversal algorithm first introduced in [5] and adapted for the use with terrestrial laser scanner (TLS) in [6]. The algorithm was adapted for the use with ALS, considering multiple returns per pulse. For each voxel, the number of pulses able to traverse the voxel with ($N_{hit}$) and without ($N_{miss}$) a laser return was recorded. Additionally, the number of pulses theoretically traversing the voxel that were obstructed from the surrounding canopy was registered as the number of occluded pulses ($N_{occ}$). By considering $N_{hit}$, $N_{miss}$, and $N_{occ}$, one is able to extract a voxel grid with classifications, providing the observable and occluded regions for that particular ALS survey. The classification scheme follows the approach described in [6] and is further described in Table 1.

Considering $N_{hit}$ and $N_{miss}$, a penetration rate through the voxel can be estimated. Combined with Beer-Lambert law of light extinction, a PAI can be estimated using the approach described in [4] to a voxel based approach:

$$PAI = -\frac{1}{k} \ln \left( \frac{N_{miss}}{N_{miss} + N_{hit}} \right)$$

(1)
where \( k \) is the extinction coefficient defined by:

\[
k = \frac{G(\theta, \theta_L)}{\cos \theta}
\]  

(2)

where \( G \) is the projection of foliage area that depends on the leaf normal angle (\( \theta_L \)) and the incidence angle of the laser pulse (\( \theta \)) [7]. For the PAI estimation, \( N_{\text{miss}} \) and \( N_{\text{hit}} \) were further weighted according to the number of returns registered by the pulse, following the assumption, that a pulse with \( n \) returns can be divided into \( n \) equal parts (e.g. for a pulse with 7 returns, each return counts as \( 1/7 \) of \( N_{\text{hit}} \)). \( N_{\text{miss}} \) and \( N_{\text{hit}} \) were further weighted according to their path length through the considered voxel. For the case, where \( N_{\text{miss}} \) is zero, the above model saturates. Therefore, \( N_{\text{miss}} \) was replaced by the smallest possible value greater than zero (e.g. \( 1/7 \) as the maximum number of returns per laser pulse was 7).

**Results and Discussion**

In Figure 1 the voxel classification output of the proposed voxel traversal algorithm is shown for a 300 m transect with one voxel depth (voxel dimension = 1x1x1 m). Only voxels observed with a laser return (\( N_{\text{hit}} \)) and occluded voxels (\( N_{\text{occ}} \)) are shown. Occluded voxels are shown in yellow to red. Observed voxels with a registered laser return in them are shown in green to blue. The redder the occluded voxels are, the more pulses would have theoretically traversed the voxels, if they were not obstructed by the canopy. The bluer the voxels are, the more laser returns were registered by the ALS system inside the corresponding voxel. The results for both leaf-on and leaf-off conditions are shown. The occluded areas are much more dominant under leaf-on than under leaf-off conditions, as the laser pulses are much more obstructed by the denser canopy compared to the

![Figure 1: Voxel classification result for a 300 m transect with one voxel depth (1 m voxel dimension). Yellow to red denotes occluded voxels not visible for the ALS system and green to blue show the number of laser returns inside voxels, that were observed from the ALS. Top: Voxel classification for leaf-on condition. Bottom: Voxel classification for the same transect in leaf-off condition. Coordinates are in the Swiss national grid CH1903 / LV03](image)
leaf-off case. The remaining occluded areas in the leaf-off case are mostly due to coniferous trees still obstructing laser pulses from penetrating into the canopy. In both conditions, scanning patterns (scan-angle, incidence angle, local incidence angle, pulse density) are believed to be a further cause for occlusion in the ALS dataset, especially in rugged terrain as found in our study site. Furthermore, the chosen voxel dimension affects the detected occluded area, as the possibility for a pulse traversing a voxel increases with increasing voxel size.

As the voxel classification results for leaf-on and leaf-off conditions are to some extent complementary, occluded areas in the leaf-on case could be filled using the information from the leaf-off condition. This is especially of importance when trying to characterize understory vegetation from ALS measurements [2].

The proposed PAI estimation approach showed promising results, with good correlation to the available plot-level PAI estimates from DHP measurements, when aggregating the vertically resolved PAI values to a two-dimensional map. Nevertheless, some voxels showed unrealistically high PAI values when a large amount of laser returns were registered for the corresponding voxel, but no – or just very few – laser pulses were able to penetrate the voxel. This is mostly the case for voxels which are totally filled e.g. by large branches or a tree trunk. Approaches to overcome these issues are currently investigated. For instance, the incorporation of the available full-waveform features (e.g. intensities, full width at half maximum FWHM) and the estimation and compensation of a clumping index considering the distribution of the laser returns inside the voxel could be used in this context.

The positional accuracy of the laser point-cloud is assumed to be a source of uncertainty in this ray-tracing approach, especially when considering small voxel sizes of less than 1 m. We therefore restricted the minimum voxel size to 1 m. Increasing voxel dimensions were found to increase the robustness of the PAI retrieval.

Conclusion

We proposed a simple voxel-traversal algorithm for mapping occluded areas from small-footprint ALS inside three-dimensional space and tested the algorithm for the use in retrieving vertically resolved PAI estimates. The proposed approach showed that the amount of occluded voxels is highly dependent on the season of ALS acquisition. Furthermore, laser acquisition patterns were found to have an influence on the amount of occluded areas inside the forest canopy. The proposed PAI estimation approach showed promising results when aggregated and compared to 2D estimation of PAI using hemispherical photographs. Yet, for very dense vegetation and voxels totally filled with wood materials, the proposed approach highly overestimates PAI, leading to unrealistically high values for the analysed study site. The next steps will include the analysis of the clumping inside each voxel and trying to compensate for the PAI overestimation. Also further analysis on the influence of pulse density, scan and incidence angle on the occluded areas and the penetration depth of the laser pulses will be conducted. We further plan to incorporate the retrieved PAI voxel grid in a radiative transfer model to analyse the complex three-dimensional radiative budget inside the forest canopy.

Acknowledgement

This study has been supported by the European Facility for Airborne Research in Environmental and Geoscience (EUFAR), grant agreement number 312609, Joint Research Activities (JRA1) HYLIGHT project.

References

Detecting leaf water content using intensity data from terrestrial laser scanner
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Highlights: We investigated the possibility of estimating leaf water content (LWC) using radiometric corrected intensity data from terrestrial laser scanner (TLS). Firstly, a reflection model was used to remove specular intensity caused by leaf surface at perpendicular angle; and then reference targets were applied to correct the incidence angle effect. Results show the accuracy of the estimation of leaf water content was significantly improved after the radiometric correction ($R^2=0.757$).
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1. Introduction

Vegetation water status plays an important functional role in forest fire susceptibility and propagation modelling as well as the plant physiological status assessment[1]. Passive remote sensing techniques provide an efficient and non-destructive way for estimating vegetation water content at both leaf and canopy levels, but it can only be used when the naturally occurring energy (i.e., sunlight) is available and could be negatively affected by solar illumination, atmospheric conditions, soil and understory vegetation reflectance[2]. The terrestrial laser scanner (TLS) intensity is insensitive to light and weather conditions to some extent and has the potential to retrieve leaf water content (LWC) underneath the forest canopy and its exact spatial distribution.

However, using TLS intensity to estimate LWC is complicated by leaf angle distribution, because the incidence angle between laser beam and the leaf normal strongly affects TLS intensity[3]. The incidence angle effect is dominated by target reflectance, while the variations in surface topography that are smaller than the laser footprint on the target do not have a significant influence on the incidence angle effect, suggesting that the incidence angle effect can be corrected using functions that depend on the object brightness[4]. In other words, radiometric correction of TLS should allow object brightness to be accurately normalized to reflectance.

Before correcting the angle effect, the relationship between leaf water content and intensity at an angle perpendicular to the TLS-object nadir is necessary. However, a challenge to attain such a relationship between TLS intensity at perpendicular angle and LWC is to remove the specular intensity component, as this part of intensity is caused by the leaf surface. Though the contribution of specular intensity from the leaf surface may have little effect on total intensity from different incidence angle, it has a noticeable effect at perpendicular angle[5]. At perpendicular angle, there is a considerable fraction of specular component which varies due to the difference of surface features. Thus, for LWC estimation, the intensity at perpendicular angle may be affected by leaf surface which needs to be corrected.

The overall objective of this study is to assess the potential of TLS intensity data for estimating LWC. Specifically we aim to 1) examine the correlation between LWC and TLS intensity at perpendicular angle; 2) investigate the surface feature influence on intensity and assess the application of reflection models on leaf intensity for building the correlation between LWC and TLS intensity at perpendicular angle; 3) investigate the leaf angle effect on intensity variation and evaluate the prediction accuracy of correction methods involving brightness feature.

2. Materials and methods

2.1 Materials and measurements

Four Spectralon panels manufactured by Labsphere, Inc. with nominal reflectance values of 12%, 25%, 50%, 99% were observed at incidence angle between 0° to 80°, with steps of 10 degrees. Leaves were detached from eight plant species and oven dried for modelling. In total, we obtained 463 samples with different levels of water content. They were flattened and stuck to a board for intensity measurement at a perpendicular angle to obtain the correlation between water content and intensity. Four other plant species were used for validation.

The LWC was calculated using the following formula[6]:

$$\frac{MW - MD}{A} \text{ (g/cm}^2\text{)}$$

where MW is the mass of the wet leaf and MD is the mass of completely dried leaf, A is the leaf area.
The laser scanner used in this paper was the time-of-flight scanner RIEGL VZ-400 that employs a SWIR (1550nm) laser which is sensitive to water content [7]. The system has a beam divergence of 0.35 mrad, a range accuracy of 5 mm, an effective measurement rate of 122,000 meas./sec and a maximum range of 160m at 20% reflectance in a high speed mode.

2.2 Reflection model for TLS intensity simulation

A Linear combination of the Lambertian model and Beckmann law was used here to simulate the reflection [8]. It provides a comprehensive theory that can be applied to a wide range of surface conditions ranging from smooth to very rough. The Lambertian reflection model defines the diffuse reflection for the dull, matte surfaces, while Beckmann law models specular reflection properties.

\[
I = f \left( k_d \cos \alpha + \frac{(1-k_d)}{\cos^2 \alpha} e^{-\frac{\tan^2 \alpha}{m^2}} \right)
\]

where I is the intensity, f represents intensity at normal incidence angle, \(k_d\) is the fraction of diffuse reflection, \(\alpha\) is the incidence angle, \(m\) describes the surface roughness, \(m\) typically takes values between 0 (smooth surface) and 0.6 (rough surface).

2.3 Reference targets based model for incidence angle correction

The intensity was normalized here to normal angle of 0°. In order to achieve this, observed intensity at different incidence angle for the four panels with different intensity at perpendicular angle (I(0°)) are stored in a lookup table (LUT). The LUT is interpolated to provide I(0°) for any specific incidence angle and observed intensity, so I(0°) can be linearly interpolated from the model for a given intensity recorded by the instrument and incidence angle.

3. Results

3.1 Correlation between LWC and TLS intensity at perpendicular angle before removal of specular intensity

TLS intensity is correlated with LWC for 7 plant species individually, while for Zamioculcas zamiifolia, there is no significant correlation which could be attributed to saturation and its surface structure (Figure 1: left). Combining 8 plant species together, TLS intensity has no correlation with LWC before removal of specular intensity. Even when they have the same LWC, the intensity is quite different, which could be caused by different leaf surface texture. Smooth and shiny leaf surfaces would exhibit higher TLS intensity than rough and matte leaf surfaces, as they are more affected by specular intensity at perpendicular angle at the same LWC level.

3.2 Effect of removal of specular intensity on the correlation between LWC and intensity at perpendicular angle

TLS intensity has been simulated to exclude the specular part in order to attain a more general model for LWC prediction using the reflection model. Zamioculcas zamiifolia shows the lowest diffuse fraction (\(a = 0.3358\)), which partially causes the poor correlation between its LWC and TLS intensity at perpendicular angle (Figure 1: left).

\[
y = -0.07 \ln(x) + 0.0699 \quad R^2 = 0.7387
\]

Figure 1: Correlation between LWC and TLS intensity at perpendicular angle (left: before removal of specular intensity, right: after removal of specular intensity)
TLS intensity at perpendicular angle was corrected by subtracting the specular component. As expected, species that have higher intensity at the same LWC level such as *Zamioculcas zamiifolia* have higher specular intensity, after correction the intensity drops to the same level as other species, while the intensity of species which are less shiny did not drop much after correction due to lower specular fraction. Therefore, after removal of specular intensity, when the samples from the 8 plant species were pooled together, more accurate $R^2$ value of 0.7387 was obtained (Figure 1). TLS intensity decreases as LWC increases, while it becomes less sensitive when LWC is high as the trend line is becoming flat (logarithmic relationship).

### 3.3 Correction of incidence angle effect on TLS intensity for LWC prediction

The prediction of LWC was done on 4 other plant species based the relationship obtained in 3.2 (Figure 1). The result of LWC estimation was overestimated by using uncorrected TLS intensity with an $R^2$ value of 0.3903. After correction of angle effect using reference targets, the accuracy was significantly improved (Table 1).

<table>
<thead>
<tr>
<th>LWC prediction</th>
<th>$R^2$</th>
<th>RMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before correction</td>
<td>0.390</td>
<td>0.0080</td>
</tr>
<tr>
<td>After correction</td>
<td>0.757</td>
<td>0.0031</td>
</tr>
</tbody>
</table>

### 4. Discussion

The results of this study show that the radiometrically corrected TLS intensity data can be used to estimate LWC with acceptable accuracy ($R^2$ 0.757; RMES 0.0031).

Before removal of the specular component, there is no significant relationship for 8 species pooled together. After correcting for the specular effect, a significant correlation emerged for the combined species. This is mainly due to the difference of surface feature. Some species are more shiny so that at perpendicular angle they exhibit stronger specular intensity which is not related to LWC. Another possible reason is that the leaf internal structure is also affecting TLS intensity which also needs to be adjusted. However, this is beyond the scope of this study.

The correlation between LWC and TLS intensity at perpendicular angle follows a logarithmic function, indicating that when the LWC is high, TLS intensity is less sensitive to LWC, suggesting there is a saturation problem for LWC estimation using TLS intensity.

Correction of incidence angle effect using reference targets improved the accuracy of LWC estimation, indicating the correction is effective. In this study, brightness is involved into the angle effect correction, since it is the dominant factor. Surface roughness also affects intensity decay with incidence angle, waveform data might be a good choice to get surface roughness information.
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Highlights: The study showed how LiDAR data can be used in forest planning to solve spatial problems such as harvest block formation. These blocks were generated using LiDAR to achieve detailed spatial resolution for estimating forest characteristics and generate small management units from which homogeneous harvest blocks were formed.
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Introduction

One change of paradigm in forest planning is related on how treatments are applied to forest areas. In this regard, the size of forest management units may be reduced and, in consequence, forests may be considered as the sum of homogeneous small-sized forest units (e.g., pixels).

Using LiDAR exponentially increases the amount of information for improving the accuracy of forest inventories. Even with low-density pulse, LiDAR-based methods succeed in estimating forest characteristics [1]. This enhancement in the predictability of forest attributes is the starting point to form management units as the aggregation of small homogeneous units [2].

The combination of GIS, computational analysis and spatial optimization enlarges forest management planning applications. The worldwide use of LiDAR in forest inventory methods broadens the optimal resolution of forest planning problems that copes with xyz coordinates such as define homogeneous harvest blocks within a forest area. Simulated Annealing (SA), among the heuristics optimization methods, has been previously used to optimise the aggregation of cutting areas in combination with other forest planning objectives [3].

The aim of this study was to create harvest blocks using LiDAR to define management units and discuss the use of alternative implementations of the SA algorithm for this purpose.

Materials and methods

The study area is located in in the Iberian System Mountains of Soria. Scots pine (Pinus sylvestris) and maritime pine (Pinus pinaster) are the main species. Field plots and LiDAR data were collected at the same time aiming to predict forest stand attributes by using LiDAR metrics at plot level as predictors. This method is known as the area-based approach [4]. A set of models was used to estimate forest characteristics along a 30-year planning horizon.

Simulations based on the models developed were used to generate treatment alternatives for a three-10-year-period management plan for which multiple n objectives such as a periodical cutting target or maximising the aggregation of cutting areas were defined. The optimization was conducted by maximizing a utility function using SA algorithm with both 1-neighbor and 2-neighbor alternatives. The difference is related on how the algorithm starts checking solutions (i.e., 2-movement alternative checks if one solution could improve the utility function value by making two simultaneous moves and substitutes the previously accepted solutions).
Results and discussion

The spatial optimization results indicated that the utility function value increases as freezing temperature decreases for both SA alternatives. Although both SA alternatives provided similar results, their behaviour differs considerably. While the 1-neighbour implementation rapidly increased the utility until a value relatively close to the maximum, the 2-neighbor alternative improved the utility more slowly but the value was higher than the first alternative.

Light, normal and heavy thinnings were aggregated to display visually the results aiming to create large enough harvest areas by taking into account practical and operational restrictions. Thinning areas are presented over the growing stock volume layer generated from the models based on LiDAR-metrics (Figure 1). These harvest blocks were highly influenced by the change of forest cover within the forest which can lead to obtain non-aggregated results, as shown in Figure 1. To avoid this problem, more weight was given to minimise the total length of cut and non-cut calculation unit borders.

![Figure 1: Thinning areas for the first period](image)

The presented methodology can boost the use of LiDAR in current forest planning methods since LiDAR-based inventory is increasingly used in forest inventory nowadays. This research work showed how the combined use of LiDAR and growth and yield models can assist precision forestry by providing high spatial accuracy from the xyz point cloud information to be used in the delineation of treatment areas within a forest.
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Highlights: We select 5 typical study sites for collecting airborne LiDAR data and estimate the forest aboveground biomass, then scale to the 30m scale by Landsat TM data and 250m scale based on MODIS, canopy height, vegetation cover and forest classification data. The output is China’s forest aboveground biomass map 2010.
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The objective of this study is to estimate the China’s forest aboveground biomass (AGB) using airborne LiDAR and scaling models. Based on the type and location of forest in China, total 8 districts were separated for building the AGB estimated models, and 5 typical forest study sites (100x100km) were selected for collecting the airborne LiDAR data (100-200km²), also 26 general forest study sites (50x50km) have detailed field measurements, see Figure 1.

The forest AGB was estimated firstly in the flight area. Tree height and density were extracted from LiDAR point clouds. A stepwise regression model was built combining field-measured AGB, canopy height percentile and crown density. Then, for each typical study site, according to the forest classification and AGB estimation in the LiDAR flight area, a scaling model was used for retrieving the AGB at 30m scale by Landsat TM data. For estimating AGB at the district scale, a pixel based canopy height data are needed, which could be calculated based on the extracted height from the space-borne GLAS footprints and MODIS BRDF data. Finally, a scaling model combining 30m AGB, 250m MODIS time series data, continuous canopy height map, fraction of vegetation cover and forest classification data was built up for mapping the AGB in each district. Figure 2 shows the output, 2010 forest AGB map of China.
Figure 2: China’s forest aboveground biomass map 2010 with 250m spatial resolution

We use the independent field data to do the validation in each district. Currently, the total amount of 2010 China’s forest AGB is 14.7 billion ton based on our study. This result still needs further systematic analysis and calibration.
Extending the scale of applicability of models predicting forest structure and composition from airborne LiDAR measurements
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Highlights: Several issues restrain the possibilities to make large scale predictions of forest structure and composition from LiDAR measurements. In an attempt to produce a generic model applicable at a large scale this study will focus on the general effects of LiDAR settings and of cluster size on model predictions.
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Introduction

In line with current needs to obtain precise information about the structure, composition and health of the forest resource, LiDAR technology is increasingly being used in forest surveys. Although it can generate measurements impossible to obtain by ground technicians, both by their quantity and their technical nature, the use of LiDAR requires the development of robust mathematical models or algorithms to interpret the data. Current models can make accurate predictions in well-defined contexts, but several issues restrain the possibilities to make large scale predictions. Reasons for this are that: (i) calibrations are generally based on ground inventories made over a limited area, (ii) models are highly dependent on the LiDAR settings (i.e. flight altitude, pulse frequency, point density, emitted energy, sensors capabilities, etc.), which often vary between datasets and (iii) models are calibrated for various plot sizes, and the forest characteristics of interest (e.g. structure and composition) can be expected to vary according to the scale of observation. In this context, this project will focus on developing new approaches towards building predictive models that will ultimately become independent of LiDAR settings and remain valid for different scales of observation.

Content

Changes in the behaviour of the LiDAR signal when settings vary were partially described by different authors (e.g. [1]–[6]). These studies often focus on the vertical distribution of returns or on the effect on the digital elevation model (DEM). There is existing knowledge on the effect of a decrease of the density of points on the accuracy of the DEM, but there is little information on the effect of flight altitude, point density, pulse frequency, etc. on other derived variables such as the horizontal distribution of returns or the return intensities. Based on detailed inventories made across Canada, we will describe how and why derived variables change with point density, flight altitude and ground inventories. Our intent is to identify some generalities valid at a large scale, which could be used to develop an algorithm applicable to different LiDAR datasets acquired with different settings. Through this we hope to make predictive models of forest structure and composition applicable at the scale of an entire forest biome.

Another challenge is to collate datasets that used various plot sizes in ground inventories because variables such as structure or composition cannot be assumed to be independent of the scale of observation. This also has implications on the choice of the rasterization size to describe the forest. Based on an extensive spatially-explicit ground inventory, we will describe (i) the effect of the rasterization on forest structure and (ii) the effect of rasterization on predictive models. Preliminary results show that forest structure (i.e. composition, basal area and tree size distribution) is unstable for small areas around 400 m², a common area used for space rasterization in forestry (e.g. [2], [7]–[11]). This means that for a cluster of 400 m², a small difference in size (+25%) or a small difference in positioning (moving the cluster by 25% of its dimension) the assessment of forest structure can vary widely. On the contrary, the assessment of forest structure in bigger observational units of 1000 or 2000 m² is less sensitive to such variation. This preliminary result suggests that predictions could be highly dependent of small differences in the raster grid used for mapping the predictions.
Previous studies have also attempted to develop generic models that remain applicable outside of their range of calibration. A new approach developed by [12] appears to be compatible with this idea. [12] presents a predictive model that does not predict the forest characteristics from LiDAR data, but instead attempts to predict LiDAR data from forest characteristics. The idea of the current study is to reverse this model. If it is possible to make a mechanistic prediction of what would be the LiDAR signal for a given forest, it should also be possible to use this mechanistic model to predict the forest characteristics from existing LiDAR data. This approach seems promising for producing a general model valid over a wide scale. However, if it is possible to predict the LiDAR data from a description of the forest, it remains that two different forests might generate similar LiDAR signals. So, from a given dataset, it might not be possible to identify the ‘original’ forest. Mathematically, this means that the model could be a surjective function. Our work will be focused on this question. Using numerical simulations, we will quantify if and how this surjectivity problem may prevent the reversing of the model. If the model appears to be reversible, the work will focus this question. In the other case the work will be focused on the improvement of the model presented by [12] until this ‘one-to-many’ problem is avoided.
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Highlights: A novel method is introduced to detect trees automatically from laser scanning point clouds. The method consists of these steps; local ground level identification, point cloud classification, individual tree detection. The algorithm performed well on mobile laser scanning (MLS), airborne laser scanning (ALS) and terrestrial laser scanning (TLS) point clouds.
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Introduction

Development and increasing availability of laser scanning technology has been providing new opportunities to researchers to develop new computer vision and 3D modelling applications in order to reconstruct objects of interest in computer environment. In the outdoor environment, trees are one of the most important objects of interest to monitor, model and measure. Trees do vital job for well-being of all living species. They provide beauty, food, protected space for animals, but which is more important, they absorb carbon dioxide and provide oxygen which contributes to environmental circulations. Therefore, for scientists, for municipalities and other government agencies, it is important to track numbers of trees and to measure their physical attributes for scientific analysis such as carbon dioxide absorbing volume. Thanks to laser scanning technology which provides opportunity to do all these physical measurements in the computer environment without disturbing the nature and also by spending less man effort. In the last decade, scientists have offered algorithms to detect trees from laser scanning point clouds and to generate 3D models of them in the computer environment. McDaniel et al. [1] have developed an automatic individual tree detection method for terrestrial laser scanning point clouds. The proposed approach is interesting since its methodology has similarities with the method which is introduced in this paper. First, the method segments the ground plane using the input point cloud. After fitting a ground surface model on the lower points, tree trunks are detected. Finally, k-means classification method is used for classifying rest of the points to assign them to the closest tree trunk. The researchers have tested their approach on point clouds of different environments. They have observed that the algorithm performed best, when the ground is more or less flat without steep slopes. Unfortunately, dealing with pole, street light, sign like objects have not addressed in their article. Lalonde et al. [2] have extracted 3D features from point clouds to classify the points as trees and non-trees. Afterwards, they have applied a segmentation algorithm to identify individuals. Finally, they have used 3D primitive geometric shapes such as cylinders in order to generate 3D tree models. They have used the models to estimate the breast height diameter on terrestrial and airborne point clouds. Gorte and Pfeifer [3] have generated a range image from point clouds in order to segment trees. After segmentation of individual trees, they mapped the points into a voxel space, where it is segmented into branches using mathematical morphology. The voxel size selection has played a very crucial role in well performance of the algorithm. Raumonen et al. [4] proposed a method for automatically extracting approximate tree branch measures from point clouds. The method worked on the assumption that a tree can be locally approximated with cylinders without using voxel spaces. These examples demonstrate that most of the previously introduced methods depend on voxel space creation or fitting pre-defined geometrical models to the point clouds. The voxel space creation based methods are generally very sensitive to the voxel size selection. Furthermore, the methods which are using geometrical models also need specific parameter selection and they have a risk of missing trees which have different trunk shapes than the pre-defined models. Besides their complexity and high sensitivity to the parameter selection, these earlier approaches generally need relatively higher computation time. In addition to that, most of the time they are tested
in regions which include only trees as objects. This literature survey indicates that there is still a need for fast and reliable tree detection algorithm development for processing large data sets which include trees but also many other types of objects.

New mathematical approaches are developed to achieve high quality tree detection results with rather less implementation difficulties. This paper introduces a method to detect individual trees from laser scanning point clouds. As the first step, points of the input point cloud are classified into two classes; as “tree” and “non-tree” points. This classification result is used to generate a 2D voting matrix which is an imaginary gridded surface that is positioned approximately on the ground layer. The vote value of each grid is calculated by calculating the point density in the 3D space which is bounded by that grid. The high value grids generally correspond to the tree trunks which have very high point densities. Therefore, detecting local maxima of the voting matrix help us to detect tree trunks. Afterwards, a classification method is applied to assign the rest of the points to tree trunks. The classification method simply classifies the lowest points to the ground by assigning a label “0”. If a point is in a certain proximity of a tree trunk then a tree ID number is assigned to the point, otherwise again the label “0” is assigned which indicates that the point is not belong to any tree. In this way, the resulting point cloud is generated by holding the x, y, z coordinates of the points and a label in for each point in an extra column. When false coloring is applied to this point cloud, each one of the detected individuals can be visualized in a different color which makes the visualization more informative. In Figure 1, we provide an example output to show how the resulting point clouds look like. We test our method on TUDelft campus point clouds which are acquired by different sensors as; mobile, airborne and terrestrial laser scanners. We also provide discussion on parameter selection, down-sampling methods and their effects on the results, dependency on the sensor and scale, and big data processing possibilities. False detection of the objects which are very close to the tree trunks remains as a challenge which needs to be improved in future studies. Nevertheless, the experimental results indicate robustness of the proposed algorithm and its possible usage when fast and big data process is necessary.

![Figure 1: A tree detection example (detected individuals are indicated with a different color codes)](image)
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Highlights: We present a novel algorithm for generating pit-free Digital Surface Models directly from raw point clouds. It can generate both raster and TIN outputs. It considers all points (not only first returns) and avoids pit creation by “freezing” higher-up triangles as it constructs a pit-free TIN using incremental constrained Delaunay.
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Introduction

Single tree-level forest information is required for a variety of applications (e.g., ecological, hydrological, and meteorological) as well as forest management activities (e.g., species identification, gap analysis, pest management, volume and carbon estimation) at the local and regional scales [1]. In recent years, collecting 3D point data with small-footprint airborne LiDAR (Light Detection And Ranging) systems has become a common remote sensing technique for extracting individual tree parameters, because it allows to capture the three-dimensional structure of tree elements such as branches and foliage with great detail and positional accuracy [2].

From dense discrete-return LiDAR points, we can generate both a Digital Terrain Model (DTM) that corresponds to the ground elevation, as well as a Digital Surface Model (DSM) that captures the elevation of the vegetation and of man-made objects [2]. In combination, they allow extracting the height, the shape, and the area of above-ground features that make it possible to derive, for example, tree canopy characteristics.

The standard way to generate a LiDAR derived-DSM for applications in vegetation analysis is to construct a Delaunay TIN using only the first returns that usually correspond to the echoes reflected from the uppermost vegetation layer and then rasterizing the TIN onto a grid with user-defined pixel size [3]. However, a number of problems have been identified that limit DSMs in their capacity to accurately retrieve individual tree crown attributes by using first returns. The problems of using all first returns for constructing the Delaunay TIN is that whenever there are points with similar x and y coordinates but very different z elevations they will form needle-shaped triangles that appear as spikes in the TIN [4]. These spikes create extreme irregularities in canopy surface elevation that geometrically distort the structure of the raster DSM [5]. That first returns can be close in x and y but distant in z comes from (a) merging of different LiDAR flight lines, (b) laser beams penetrating deep into the canopy before producing a first return and (c) off-nadir scan-angles that give the LiDAR system a clear view of the top of the tree as well as the ground beneath. A number of researchers report that the presence of first returns penetrating the canopy creates valleys within tree crowns, making trees less distinguishable [6]. These downward spikes – also called “pits” – that are present in a first-return TIN reduce the accuracy of subsequent extraction of forest inventory information such as treetop detection and crown segmentation [3].

In order to address this issue, researchers have recommended several algorithms that attempt to minimize the influence of data pits [3-5]. However, these typically are raster-based techniques that are applied to the final (normalized) DSM after generating it from first returns only. In the following we present a novel and efficient algorithm that uses all LiDAR returns (instead of only the first returns) to generate a pit-free Digital Surface Model by constructing a Triangulated Irregular Network using an incremental constrained Delaunay method.

Material and method

Our algorithm uses the raw point cloud (i.e., un-classified and un-normalized) as input and generates a pit-free raster-based DSM and (optionally) its corresponding pit-free TIN-based DSM as output. The algorithm incrementally constructs the pit-free TIN by avoiding the creation of downward spikes in the first place. This is achieved by “freezing” higher triangles whose three edges are shorter in the x-y plane than user-specified threshold, called the freeze constraint. The core idea is to give preference to connect LiDAR returns into TIN triangles that are nearly not only in x and y values, but also in z. For this, our algorithm iteratively inserts LiDAR points in batches of elevation intervals, for example, 1, 3, or 5 meters, into a constrained Delaunay triangulation starting with the highest elevations (Figure 1). After each batch insertion, the algorithm “freezes” all those small
triangles whose three edges are shorter (in the x/y plane) than the freeze constraint (Figure 1). When inserting the next lower batch, all LiDAR points falling into “frozen triangles” are simply ignored.

The freeze constraint essentially covers up the pits by freezing smaller triangles that are higher up in the canopy. If the value is too small, few triangles are frozen and “pits” reappear. If the value is too large, many frozen triangles will also cover the morphological structure of the crown or even connect nearby crowns. We use pulse spacing statistics to pick a suitable freeze constraint. The pulse spacing determines the size of the smallest feature that can be captured by the LiDAR survey and the expected x-y length of edges in the final TIN.

The results is a “pit-free” TIN that can either be used directly or be rasterized into a “pit-free” raster DSM. A prototype of this algorithm has been implemented and will soon be available as an integral part of the LiDAR processing modules of LAStools [7]. The proposed algorithm has capability to create a pit-free DSM (either TIN or raster) from any kind of acquired point clouds datasets (e.g., LiDAR or dense-matching photogrammetry).

![Figure 1: Constructing a pit-free TIN for an individual tree. The algorithm iteratively inserts LiDAR points in batches of elevation intervals (1 meter). The freeze constraint for freezing triangles in the triangulation that is being generated is set to 0.4 meters.](image)

We applied our algorithm to LiDAR data collected in the Bois Noir (Black Wood) forest in the Barcelonette basin located in the southern French Alps, which is mainly covered by coniferous plantation forests. The LiDAR data were acquired using a helicopter during the leaf-on season with a small footprint full-waveform LiDAR system (RIEGL VQ-480i), which was developed specifically for mapping mountainous forested area. The system was using a laser pulse repetition rate of 300-kHz and a scan width of 60° and performed on-line full-waveform analysis to extract up to five discrete returns for each pulse. The mean point density was 160 point/m².

In order to demonstrate the robustness of our algorithm, we artificially created a lower-density version (mean pulse density of 7 point/m²) of the LiDAR data using simple thinning algorithm [3].

**Results and discussion**

We ran our algorithm using a freeze constraint of 0.4 m (and 1.5 m) and an insertion interval of 1.0 m on our high-density (and low-density) data set to generate DSM rasters with a grid size of 0.15 m (and 0.5 m) that were sufficient for recognizing a minimum crown diameter of 0.50 m. The result demonstrates that our algorithm is able to efficiently remove all irregularities in the canopy surface from high- and low-density LiDAR data sets. Figure 2 shows the DSMs that are generated from our pit-free algorithm compared with standard DSMs. As you can see, the algorithm successfully removed all pits – small dark squares – by constraining the TIN construction process to assure that only LiDAR returns that are nearby when hitting the canopy at various levels are connected in the final DSM. However, the pits are clearly visible in the standard DSM that is generated by simply constructing the TIN using LiDAR first returns. Our result indicate that our algorithm is especially successful for low-density LiDAR data full of pits such as our artificial example data which corresponds to a small footprint laser beam sampling the canopy with low density. In our experiments, the algorithm effectively removed the pits as well as preserved the edges of canopy gaps and crowns.
The proposed algorithm has several advantages over our previous algorithm for constructing pit-free CHMs or height-normalized DSMs [3]: (a) it uses the information of all LiDAR returns (instead of only the first returns) to generate a DSM, (b) it can be utilized with any type of input data be it LiDAR or point clouds derived via photogrammetry, (c) it can operate on raw point clouds (unclassified and un-normalized), (d) it does not generate large amounts of temporary partial rasters and, therefore, it is much faster – especially on steep terrains, and (e) it cannot only produce pit-free DSM rasters but (optionally) also output the corresponding triangulated version – pit-free TINs which can be directly used in TIN-based approaches [8].

![Figure 2](image)

Figure 2: The pit-free DSMs versus standard DSMs on high- and low-density LiDAR data.
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Highlights: A dual-wavelength echidna lidar (DWEL) has been deployed at three terrestrial ecosystem research network (TERN) supersites across Australia, enabling researchers to successfully distinguish trunks/branches from leaves. For each of the scan locations, the 3D point clouds have been used to generate foliage profiles as well as LAI and PAVD information.

Key words: DWEL, TLS, foliage profiles, LAI.

Introduction

A new terrestrial forest scanning lidar has recently been deployed in Australia to three separate terrestrial ecosystem research network (TERN) calibration validation sites to evaluate forest structure. The dual-wavelength echidna lidar (DWEL) is one of two specialised instruments in the world that has been developed specifically to characterise forest structure at fine spatial scales while distinguishing between leafy and woody vegetation which is not as easily achieved using a single wavelength laser scanner. This is achieved by the coaxial alignment of two laser beams of separate wavelengths that display different reflectance properties when interrogating leafy and woody vegetation. DWEL is also capable of capturing partial hits from soft targets (leaves) in the forest canopy due to the retention of the laser pulse shape from these hits and analysis of the fully detected and digitised waveform.

This paper evaluates the first deployments of DWEL around Australia at selected TERN field sites and discusses some of the initial results from these three deployments.

Materials and methods

Instrumentation

The DWEL is a stationary terrestrial laser scanner that uses a rotating mirror to scan in a vertical circle as the whole instrument head rotates in the azimuth direction on its tripod base. This provides full angular coverage of the upper hemisphere as well as much of the lower hemisphere around the instrument. Concurrent, coaxial laser pulses produced by the two onboard lasers (1064 nm and 1556 nm) are long (approximately 5.0 ± 0.1 ns at the full-width half-maximum position of the pulse) and sharply peaked which allows full sampling of the return pulse waveform shape as well as easy interpolation for accurate distance retrievals to scanned objects. Additionally, the lasers have been individually calibrated to provide apparent reflectance measurements. The beam divergence of the lasers and scanning resolution are adjustable, with options of 1.25, 2.5 and 5 mrad available for the lasers and 1, 2, and 4 mrad for the scanning resolution. The resulting data set can be used to examine structural forest parameters, such as the mean tree diameter at breast height (DBH), stem density, basal area, canopy height, leaf area index, foliage profiles and above-ground biomass using approaches originally developed and used with the Echidna validation instrument [1]–[4].

Data Collection

The DWEL instrument has been deployed at three TERN AusCover supersites around Australia (with each site consisting of a 5 km by 5 km area). Within each of these sites are usually a series of long term monitoring plots that are of interest to a variety of different research groups.
Processing steps

The full waveform data produced by DWEL must go through an initial suite of processing steps before it is usable for scientific analysis. The steps are as follows: 1) convert the raw DWEL binary waveform data to hdf5 format; 2) derive laser direction data from the DWEL rotary encoders and assign to waveform data; 3) the data is then filtered and corrected for any saturation using IDL; 4) 3D point clouds are produced of the individual scattering events with x, y, z coordinates and associated apparent reflectance attributes; 5) point clouds are converted into SPD format; and 7) foliage profiles and LAI estimates are produced using the SPDtools python bindings [4],[5].

Results

Figure 1 displays colour composite images of the mean return values returned in a 4 mrad angular grid at the two wavelengths in selected scans from the 3 locations. Trunks and branches have a similar return power at both wavelengths, while leaves appear much darker at 1556 nm due to absorption by water in the leaves. Thus, trunks appear to be much brighter than the leaves except for the cases where the bark on the trees are either wet or appear to contain moisture. Gaps in the vegetation canopy are characterised by blue colouring.

![Figure 1](image1.png)

Figure 1: Colour composite images of the mean return values in the dual-wavelength scans. Red, 1556 nm; green, 1064 nm: blue, canopy gaps. The horizontal dimension is azimuth angle and the vertical dimension is the zenith angle. (a) Site SS at Tumbarumba in Bago State Forest, New South Wales, (b) site Gold0101 in D’Aguilar National Park near Brisbane, Queensland, (c) Log decay site in the Warra Long-Term Ecological Research site, Tasmania.

Concurrent TLS scans were made with a Riegl VZ-400 laser scanner at the QLD and TAS sites allowing comparison of the 3D point clouds themselves as well as the foliage profile and LAI measurements from each scanner, a sample set of these profiles are displayed in Figure 2.
Figure 2: An example of foliage profiles from (a) DWEL 1064 nm, (b) DWEL 1556 nm and (c) Riegl VZ-400 (1556 nm) at the QLD Gold0101 field site created using the python binding of the SPDtools software suite.

Foliage profiles of the DWEL and Riegl VZ-400 TLS instruments appear to be of a similar shape, particularly in the 1556 nm waveband. The extended range of the Riegl sensor results in an improved delineation of the canopy elements at range. The 1064 nm waveband of the DWEL instrument depicts a slightly different shape than that of the Riegl and DWEL 1556 nm band. The reason being that the 1064 nm is sensitive to both leaves and woody vegetation while the 1556 nm waveband is most sensitive the woody vegetation.

Conclusions

The dual-wavelength terrestrial lidar scans that are displayed in this research show very good contrast between leafy and woody vegetation when scanned using the DWEL instrument. Consequently, this allows foliage profiles and the plant area index to be calculated that are sensitive to changes in the amount of green or woody vegetation in a scan.
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Highlights: Forest management decisions are becoming more complex as several criteria must be considered. Practitioners thus require more detailed information. This project will develop a decision support system for silviculturists based on terrestrial laser scanner data. The system will have two modules: a resource evaluation system and a residual stand growth simulator.
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Introduction

Forest managers need more detailed information on the forest resource in order to optimize stumpage allocation to the mills. The 3D information obtained from terrestrial laser scanner (TLS) offers promising initial results in order to evaluate standing tree dimensions [1] and stand wood properties [2]. Accordingly, the objective of this project is to develop a decision support system based on TLS data. More specifically, the project will:

- Develop algorithms to estimate wood property attributes from tree metrics associated with structural variables such as crown attributes, branchiness, or inter-tree competition,
- Link these external tree metrics as well as non-TLS metrics to wood fibre attributes,
- Predict tree growth with both TLS and non-TLS metrics,
- Synthesize the procedures within a decision support system which can work with both TLS and usual inventory data to:
  o Evaluate standing timber external and internal wood properties, and
  o Simulate stand development on a 15 to 20 year horizon.

Materials

The project will use data from 2 different sources: (DB1) white spruce (Picea glauca) plantations which are ready for a first commercial thinning from eastern Quebec and (DB2) mature black spruce (Picea mariana) stands from Newfoundland published in [2].

In DB1, a total of 86 sample plots were scanned with a Faro Focus 3D scanner. All living trees were cored (i.e. 1810 trees), in order to obtain the past 5 and 10 year increments. An additional 10 plots were also scanned with the Faro scanner, where a total 80 balsam fir (Abies balsamea) and 80 white spruce trees were felled, and product recovery simulated using Optitek© mill simulator developed by FPInnovations.

A subset of the data used for a published study on the estimation of wood fiber attributes [2] were retained for DB2. It contains information on 76 black spruce trees from 16 plots. The plots were scanned with a Zoller and Fröhlich Imager 5006i. A wood core was acquired for each sample tree at breast height (1.3 m) and processed by FPInnovations for wood property measurements. Of all the possible wood attributes, wood density, microfibril angle, module of elasticity and fibre length were retained.
Methods

Wood quality attributes

The importance of wood properties varies with tree age. For trees harvested during commercial thinning, such as those available in DB1, the juvenile core is important. Wood product quality is thus not determined by the fibre attributes, but through lumber visual grading. The most important factor which downgrades lumber is knot size. Hence efforts will focus on establishing crown and branch attributes from the TLS data. The TLS information will thus be used to develop branch characteristic attributes, such as branch density (e.g. nb. of branches/m) and branch size estimation. Comparisons between product recovery using sawmill scanners, raw field TLS data and TLS taper derived models will be compared, in order to estimate the gain in precision of taper algorithms. Other tree characteristics such as stem taper and sweep will also be obtained from the TLS data. These metrics, as well as the product recovery, will be related to standard inventory data and TLS-based metrics.

Wood fibre attributes, as those available in DB2, are more important to assess for mature trees. Pith-to-bark wood fibre attributes (e.g. density, module of elasticity, microfibril angle, fiber length) will be modelled for each tree. The parameters of each model will then be related to inventory and TLS-based metrics to establish a general predictive model which will take into account site variability, tree characteristics and plot-level information. The following metrics will be extracted from the TLS data and included in the model: micro-site information such as local slope and stem density, canopy information like the Rumple Index, and local crown competition indices obtained with voxel density-distant based method.

Tree growth model

Tree growth information, available from the core measurement of DB1 and DB2, will be used to calibrate a growth model based on potential growth [3]:

\[
\text{increment} = \text{potential growth} \cdot \text{red}^{\text{comp}} \cdot \text{red}^{\text{size}}
\]

where the increment of an individual tree is determined by its potential growth for a given site, which is reduced by competition (\(\text{red}^{\text{comp}}\), a function defined between [0,1]) and its size (\(\text{red}^{\text{size}}\), a function defined between [0,1]). Tree competition will be quantified through spatially and non-spatially explicit competition indices. Mortality models are already available (managed stands: [4]; natural stands: [5]), and will be adapted to the project needs. A first step will be to use the TLS cloud points to obtain the tree map. However, TLS-based competition indices developed in the wood quality section will be explored in predicting tree growth, once the permanent sample-plots will have grown 5 years after the first measurement (e.g. in 2018).

Decision support system

The algorithms and models developed in each section will form the basis of the decision support system (Fig. 1). As TLS is not widely available for forest managers, allometric algorithms will be developed in order to enable the input of conventional inventory data. These algorithms will be expanded to allow use of spatially-explicit data like forest inventory maps or airborne lidar data. TLS algorithms and processing will be carried out in the CompuTree platform (http://computree.onf.fr), whereas the growth and wood quality modules will be programmed in the Capsis platform [6].
An important outcome of the project is to provide forest managers with tools to evaluate the tree properties related to wood product quality through the wood quality module. These tools will be able to estimate volume and quality of the harvested trees for different silvicultural entries. With the tree growth module, it will be possible to project the development of the residual trees, 15 to 20 years forward.
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Highlights: Different methods for analysing roundwood surfaces described by T-LiDAR were proposed. The aim is to link external defects affecting the surface roughness to the presence of inner defects in order to grade logs or standing trees. The relevance of the methods were tested against 3D models of the inner structure obtained from X-Ray CT scanning of logs
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Introduction

In forestry, T-Lidar technology provides high detailed information about the geometrical structure of a forest plot or an individual tree. This geometrical information can be used for different purposes going from biomass estimation until the feeding of functional plant structure models[1].

In this work, the aim was the extraction of information contained in 3D data, concerning the grading of roundwood or standing trees. The literature about wood quality features extracted from Lidar data is scarce. The characteristics of branches have naturally been included into many works looking at the reconstruction of single trees from the first works [2], to the last ones [3]. Nevertheless, some works were more focused on the wood quality: Schütt [4] developed the concept of extracting quality criteria from Lidar data, by using neural networks. To our knowledge subsequent works have not been published. Other papers focused on branchiness through the characterization of existing branches [4] or by using the morphology of the logs [5] of branch scars for assessing the clearwood radius [6].

Here, the focus was given to the tree part, i.e. the main bole, providing relevant matter for timber industry, slicing or rotary cutting processes, or stave mills requiring information about wood quality impacting commercial values. Different levels of information are useful for grading logs. Of course, the most important level is the volume itself since the volume of products is directly linked. Nevertheless, the accurate estimation of the volume is still a open question even if methods based on the fitting of geometrical primitives are already available [3]. But characteristics describing the overall shape of the volume are also important because the sawing pattern can be optimized according to features such as cross-sectional, or longitudinal shapes, taking into account ovality, curvature and flexuosity, respectively. Furthermore for standing trees information about the inclination of the trunk, as well as curvature, is an indicator for biomechanical processes affecting the inner wood quality. (See. Noyer et al. In Silvilaser 2015).

In this beginning project the aim was to look after additional information corresponding to local defects which have to be taken into account for grading roundwood. as specified by the different norms (EN-1316 EN-1927). Among the defects relevant for roundwood grading, the geometrical information is not always sufficient, Reflectance is an additional information provided with no additional cost in the acquisition process, at the opposite coloured 3D clouds imply additional costs, mainly caused by the duration of the acquisition. This colour information can be useful for detecting some defects especially on the cross-section of logs, it could be also relevant for some outer defects as debarking, but in this first step of this project, only 3D information without colour, was concerned. But, the possible use of this additional information was kept in mind for improving the processing in further steps.

A large part of the defects we are looking for belongs to the rameal system of a tree. They go from from a living sequential branch until the branch scar at the bark surface, passing through all the intermediate stages. But epicormic formation such as burls or shoots are also targeted even if their size can be a limiting characteristic for detecting them against the resolution of the data.

The main objective of the work presented here concerns the development and an original evaluation of the performance of an algorithm dedicated to the detection of areas prone to correspond to a defect from the analysis of the surface roughness of the trunk or log surfaces.
Material and Methods :

Sixteen one meter long logs belonging to different species, and coming from a larger database were used for testing the performance of the algorithm. The particularity of this database is to gather T-LiDAR and X-Ray scans of the same logs. In previous works [7], the X-Ray scans were analysed and provide a geometrical model of the inner structure of the rameal system of each log, identifying the shape, the size, and the type of each element.

The work-flow for identifying clusters of 3D points susceptible to be a defect at the surface of a log described by T-Lidar was as follows : Firstly, the definition of the principal axes of the 3D cloud were calculated for allowing to work in a cylindrical coordinate system, and for easily defining angular sectors along the log. Then the general trend of the radial variation vs the longitudinal position was fit by a second order polynomial for each angular sector. This trend defines a quadratic surface which is used as a reference to compute differences in terms of radius and normals with the 3D points. The statistical distribution of these differences is used to define automatic thresholds taking different features of the distribution into account for detecting the suspected areas. Among different methods, we can notice the extraction of extreme values based on the assumption of a statistical parametric distribution of the differences, and another ones using the asymmetry of the distribution for detecting abnormal differences.

The location of the suspected areas is compared to the reference data coming from X-Ray scanning of the log, giving information about the location, the depth and the dimensions of the defects, and concerning branches as well as buds. This comparison is achieved thanks to a matching algorithm of both types of scanned data.

All the developments required to achieve the comparison with T-Lidar data were implemented into the Computree platform (http://www.computree.onf.fr) within the Lerfo plugin but this part is not yet distributed

Results :

We present here first results concerning one algorithm detecting suspected areas. The latter is based on the statistical distribution of the distance of 3D points to the reference surface. These tests were carried out on eight logs of different species. Different parameter values proportional to the standard deviation $\sigma$ were tried to segment potential defect areas. The Figure 1a shows the best results, indicating that the best multiplicative coefficient was around 1.6 $\sigma$. The defects present in the eight logs were branches often limited to a knot occurrence, then a little number of epicormic shoots and finally numerous buds, with a very small size and difficult to detect.

![Figure 1](http://www.computree.onf.fr)

**Figure 1 :** First results on eight logs for the algorithm detecting clusters of points suspected to be a defect and based on the distance to reference surfaces built by angular sectors.
The Figure 1b presents the total number of 3D points describing each of the eight logs, in grey the points which were not detected as a defect, in green the points identified and confirmed as belonging to a potential defect, an in red the points detected as potential defects but not confirmed.

This work is on progress, and different segmentation methods are currently tested.
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Abstract: The study area was dominated by subtropical evergreen and deciduous forest. The point cloud data was acquired with experimental lidar system (LRS200A) on December, 2014. This paper developed an optimized process chain to classify different returns from forest and non-forest, and empirical parameters could produce remarkable classification results.
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1. Introduction

Mountainous forests with complex canopy structure characteristics are difficulty to measure with ground-based methods. Airborne lidar can precisely obtain terrain features and canopy three dimensional structure features by transmitted and received laser energy. The forest canopy returns of laser pulses are different from non-forest returns, such as ground, building, high voltage line & tower, etc. Most works⁴ focus on the terrain extraction, individual tree segmentation, stand parameters invasion, etc. It’s specially supposed use finer classification of forest and non-forest on mountainous area. According to the data process chain⁵, the forest and non-forest returns can be well classified under certain conditions. But it’s very difficult to distinguish forest and high voltage line & tower from return points. This paper developed an optimized process chain to check and refine classification result of forest and non-forest.

2. Material

The study area locates at Dongbao Mountain, Jingmen, Hubei province, P. R. China (see Figure 1, the red slant rectangle indicates flight area in Figure 1(b)), lies within the subtropical and humid climate zone, characterized by mountain evergreen and deciduous forest. The geolocation extent are 112:01:08E-112:13:46E, 30:58:18N-31:07:42N, and terrain varies from 71-340 m.

Figure 1 Study area site

Lidar point cloud data were acquired using experimental lidar system (LRS200A) on December, 2014. Laser wavelength is 1064 nm, pulse repeat frequency is 200 kHz, see Table 1 for more detailed descriptions. The mean of sampling density is 2.16 points per square meter. Point cloud density distribution fluctuated along the flight lines (see Figure 2).

Table 1 Laser scanning system specification

<table>
<thead>
<tr>
<th>Model</th>
<th>PRF</th>
<th>200 kHz</th>
</tr>
</thead>
</table>
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### Table 1

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>1064 nm</th>
<th>Beam divergence</th>
<th>0.3 mrad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan mode</td>
<td>oscillating mirror sinusoidal modulation</td>
<td>Max scan angle</td>
<td>45 deg</td>
</tr>
<tr>
<td>Returns</td>
<td>4 (3cm)</td>
<td>Max scan frequency</td>
<td>100 Hz</td>
</tr>
<tr>
<td>Working range</td>
<td>50~1000 m</td>
<td>Height accuracy</td>
<td>&lt;15cm (1000m)</td>
</tr>
</tbody>
</table>

The point cloud data includes echo returns from forest, terrain, building, high voltage line & tower, road, etc. There are almost no return points in the water area due to the mirror reflection or absorption from reservoirs and rivers. Laser point coordinates were solved with IMU and DGPS information.

### 3. Methods

Point cloud classification mainly depend on the 3D spatial structure characteristics. Laser returns from terrain normally under returns from other objects above ground surface, such as vegetation, buildings, except for some pits or holes. It is difficult to distinguish vegetation and other mixed objects with similar heights. Ordinary process methods had some disadvantages to accurately classify forest and non-forest returns dealing with complex circumstances. An optimized process chain was developed by repeatedly experimental method (see Figure 3).

The optimized process chain’s inputs were point cloud data tiles. Ground point algorithm was used to extract ground returns from default returns. The initial ground returns were refined by low point algorithm with different parameter settings. The non-ground returns were classified as near-ground, understory, medium canopy, high canopy, and emergent returns using above ground algorithm with a serial parameter settings. Return check method was used to distinguish non-forest returns from the initial forest returns.

**I Prepare**

Point cloud data should be well geometry corrected and tiled according to specified tile size. Data tiles take advantage of reduced file size, overlapped returns of adjacent flight lines, convenient data check, etc. Considering the memory limits of different computers, large flight data files were tiled into small files. Each tile contains returns from any flight lines if the returns fall into the tile extent.

**II Ground point algorithm**

Ground points are assumed as some local low points that are confident hits on the ground within specified window size. Ground point algorithm classifies ground points by iteratively building a triangulated surface model[6]. The search window size will influence detected ground points. Small window size tends to keep little variation of steeple slope, while large window size cut sharp ups and downs area and get smoother surface.

**III Low point algorithm**

Low points lies under ground surface, which may be some returns from small pits or holes. Low points will produce false ground returns, and cause pits effect on the triangulated surface. The common case of low points is bits of low returns or tens of low returns underground surface. Tens of low returns detections should use large window size to avoid misclassify non-low returns. Bits of low returns detection can get better results with small windows size.

**IV Above ground algorithm**

![Figure 2 Point cloud density distribution](image)
Above ground points are classified as different types according to the return heights above the ground surface. The near-ground points are regarded as returns from rocks, grasses, etc. The understory points represent returns from shrubs or little trees. Forest canopy returns are classified as medium canopy and high canopy points. Emergent points may be returns from extraordinary trees, high voltage line & tower, etc. Return check can be used to distinguish non-forest returns.

V Return check method

The automatic classification result of ground, forest, non-forest should be carefully checked to reduce misclassified points. Return check is conducted by visually examine the horizontal and vertical distribution of different returns with eyes. Ground point check include the large gaps of horizontal distribution, and the sink & salient areas on TIN surface. Low building points mainly confounded with understory returns. Building roof points have flat features. High voltage line & towers mixed with forest canopy, which are very difficult to distinguish from canopy returns with sparse distribution. Emergent points are classified to solve this problem, which are far less than medium canopy and high canopy points. Sparse returns from high voltage line & towers could be fast checked to discriminant from extraordinary trees returns.

4. Results

The representative point data tiles were tested to obtain remarkable result using different parameter settings. The ground point algorithm’s window size selects 30m to keep moderate variations of terrain and sweep small building on the slope. The low point algorithm use 15m window size and 50 points threshold to classify tens of low points, 5m windows size and 2 points threshold for bits of low points. The above ground algorithm use 0.5m, 2m, 6m and 26m to separate different vegetation type. Recommended parameter settings for optimized process chain on study areas see Table 2.

Table 2 Recommended parameter settings for optimized process chain on study areas

<table>
<thead>
<tr>
<th>Objects</th>
<th>Parameters</th>
<th>Recommended values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data tiles</td>
<td>Tile size</td>
<td>1km * 1km</td>
</tr>
<tr>
<td></td>
<td>Edge buffer size</td>
<td>30m</td>
</tr>
<tr>
<td>Mountain ground points</td>
<td>Max. window size</td>
<td>30m</td>
</tr>
<tr>
<td>Tens of low points</td>
<td>Max. window size</td>
<td>15m</td>
</tr>
<tr>
<td></td>
<td>Max. point count</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Distance threshold</td>
<td>0.5m</td>
</tr>
<tr>
<td>Bits of low points</td>
<td>Max. window size</td>
<td>5m</td>
</tr>
<tr>
<td></td>
<td>Max. point count</td>
<td>2</td>
</tr>
</tbody>
</table>
Laser return points were classified using optimized parameters and refined by visual analysis. The initial ground surface were created using ground classification algorithm and eliminated some pseudo ground returns from pits or holes by low point detection algorithm. The ground tiles were checked wall to wall by visual analysis. Near-ground, understory, medium canopy, high canopy and emergent points were classified by height above ground. Low buildings were usually less than 2 m and contained in understory canopy class. There haven’t found efficient method to deal with such mixed buildings up to now. It’s advised to use only the initial understory points and turn off other class display while visually extracting such buildings. High voltage lines & towers often mixed in the emergent class, and visually profile analysis method should be adapted to correctly distinguish such objects. Figure 4 shows the sample area of laser point classification. Raw point cloud were rendered by elevation, different classes selected easily distinguished colour scheme to facilitate visual analysis.

5. Discussion

Mountainous forest return contains terrain information. The ground point algorithm’s parameter settings should consider the terrain variations and artificial objects, such as buildings. The count of low point underground surface varied with the width and depth of pits or holes. The whole process chain should use representative area to train suitable parameter settings applying to other point cloud data tiles.

Near-ground points are returns from uneven ground or small objects. The overlap area between different flights also contribute to near-ground points due to the measuring errors. Near-ground points were easily influenced by flight conditions, laser scanning system and terrain etc. There were more uncertainness involved in such returns, which should be exclude from understory canopy. Near-ground were less usable while eliminating low buildings from understory by visual analysis. According to experience, near-ground points were classified by height threshold between 0 -0.5 m above ground surface on mountainous region without too cliffy slopes.

Emergent canopy points are returns from objects that are above normal canopies. Most dominate trees and sub-dominate trees composed normal canopy. Emergent canopy represent some higher dominate trees. High
voltage line & tower usually higher than forest canopies to ensure the safety of power transmission. Laser returns from emergent canopy and other higher objects have similar spatial features, which are difficult to separate using recognition algorithms. Sometimes, low vegetation grow on break ridges or steep cliffs may be misclassified as emergent canopy points due to the outstanding part being cut off by ground extraction algorithms. It was very useful to distinguish laser returns from emergent canopy and high canopy in case of correctly recognizing non-forest objects with visual analysis method.

Ground and vegetation points could be used to generate canopy height model (CHM), which represent the spatial variation of canopy surface. The misclassified building were easily recognized on CHM with regular features by visual checking, while the leaky high voltage tower were difficulty to determined due to fewer cells existed. Statistics analysis will find possible errors within CHM. Vecterize of suspicious cells will enhance the interpretation of lanky objects.

6. Conclusion

Laser returns from ground surface should refined using the combination of ground point and low points algorithm. It’s recommended to classify vegetation returns above ground into near-ground, understory, medium canopy, high canopy and emergent points. Near-ground class will facilitate distinguishing returns from low buildings and understory, while emergent class increase the ability of recognition between higher dominate trees and other lanky objects. The recommended parameter setting of optimized process chain should be adjusted according to representative cloud point data at different situations. Visual analysis should be used to correct misclassification and improve the process accuracy.

The optimized process chain for mountainous forest and non-forest classification obtain remarkable results using local parameter settings. The airborne lidar point cloud data were tiled and processed tile by tile. Stratified canopy assisted to check returns from non-forest objects, increased the distinguishability of different returns and accuracy of classification.

Automatic classification algorithms could seldom correctly distinguish returns from forest canopy and non-forest objects, such as small buildings, high voltage line & tower, according to the spatial relationship of points. More robust algorithm should be developed to solve this problem.
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 Comparison between volume of harvested logs and volume estimated by Airborne LiDAR analysis
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Highlights: Aim of this study is to investigate if significant relation exists between the volume of harvested log and the volume estimated by LiDAR data analysis. The result shows that such a relation exists and therefore LiDAR analysis is considered to have potential as a method to estimate log volume.
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Introduction

LiDAR survey has potential to replace field sampling survey to estimate harvested log volume. However, although stem volumes derived from LiDAR analysis were compared with calculated volume by field plot survey in Japan [1-3], no research was conducted to compare the LiDAR derived log volume and the actual volume of harvested log measured in logging yard.

In this study, log volume calculated by three methods was compared to verify the reliability of LiDAR method. The three methods are, LiDAR survey, sampling survey in the field and actual measurement of harvested log. Sampling survey in the field is a common practice in Japan to estimate log volume before harvest. Study area is planted Japanese larch in Hokkaido, northern Japan.

Target area and Data used

The target area of our study is located in eastern part of HOKKAIDO. The size of target area is 1,500ha. The dominant species is planted Japanese larch. LiDAR data for our analysis was acquired with 4 points/m² density on June 28th, 2012. 30 plots were prepared for calibration and making correlation to the equation of DBH estimation. Size of a calibration plot is 0.04ha. Further, sample field survey was carried out in more than 2% of area of every compartment, which is the base unit for forest management in Japan. This type of sample field survey is common in Japan to estimate total volume of harvested log. On the other hand, thinning harvest in around 180ha has been carried out for two years. Total log volume of compartment was also measured at a place where harvested logs were gathered and this log volume was used for validation.

Method

To estimate exact volume of Japanese larch, the target area was classified into two categories - larch forest and others - by using aerial photos and Laser Forest Type Image[4]. Laser Forest Type Image is generated using LiDAR intensity data, tree height data and crown texture data. The image shows different forest types by different colours.

Individual tree was detected by LiDAR analysis[5] in Japanese larch forest. The feature of this individual tree detection method is to use crown surface degree to detect tree tops instead of DCHM. Height of detected individual tree was measured from the LiDAR data. Crown polygons were drawn by Water-Shed algorithm. There is significant relation between crown size and breast height diameter (DBH) and correlation equation of estimating DBH is made by field measured DBH and crown size derived from LiDAR analysis. Three correlation equations are prepared using three kinds of crown size (1.Crown area, 2.Crown surface area, 3.Crown volume). The determination coefficients (R²) of three equations are compared, and one equation with the highest R² is chosen for DBH estimation. Stem volume is calculated by volume equation which needs tree height and DBH as input data. Stem volumes derived from LiDAR analysis and log volume area compared. An Expected log volume are calculated by be multiplied with thinning ratio and merchantable ratio.

Results and discussion

First, the validation was carried out by comparing data obtained at 30plots. Number of stems, tree height, DBH and stem volume were calculated by both LiDAR survey and field plot survey. If the four variables measured by field plot survey are set as 100%, the results of LiDAR survey were as follows. Number of tree was
in the range of 80% to 120%, the average was 97% and RMSE was 1.1. The correlation coefficient was 0.92 and this result indicates that tree height measurement by LiDAR has the same level of accuracy with field plot survey.

Tree height was in the range of 90% to 110%, the average was 97% and RMSE was 1.1. The correlation coefficient was 0.92 and this result indicates that tree height measurement by LiDAR has the same level of accuracy with field survey.

Three types of correlation equation were prepared to compare DBH measured in the field with three kinds of crown sizes. Figure 1 shows relation between DBH measured in the field and crown size. Crown surface area (square meter) has highest $R^2$. In this study, therefore, crown surface area and following equation are used for DBH estimation.

$$\begin{align*}
y &= 5.6589x^{0.5196} \\
R^2 &= 0.7712 \\
y &= 4.5052x^{0.4354} \\
R^2 &= 0.8913 \\
y &= 7.7678x^{0.3146} \\
R^2 &= 0.8865
\end{align*}$$

![Figure 1: Relation between average crown size and average DBH measured in the field](image)

Here, $Y$ is estimated DBH (cm) and $X$ is crown surface area (m²).

The results of DBH estimation were in the range of 92% to 110%, the average was 100% and RMSE was 1.7. Considering that the average DBH of the plots is around 30 cm, DBH estimation by crown surface has the same level of accuracy with field survey.

Stand stem volume was in the range of 80% to 136%, the average was 101% and RMSE was 1.3. From RMSE result, the error was roughly 12%, because average volume of 30 plots is 10.6 m³.

Secondly, total log volume was compared with two types of volume estimation. One is sample field survey and another is wall-to-wall LiDAR analysis. The result is summarized on Table 1.

<table>
<thead>
<tr>
<th>ID</th>
<th>name of compartment</th>
<th>compartment area (ha)</th>
<th>actual log volume (m³)</th>
<th>stand volume (m³)</th>
<th>expected log volume (m³)</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>202TO</td>
<td>1.38</td>
<td>41.68</td>
<td>81.43</td>
<td>60.74</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>203HO</td>
<td>7.93</td>
<td>313.40</td>
<td>447.07</td>
<td>332.99</td>
<td>76</td>
</tr>
<tr>
<td>3</td>
<td>203HO1</td>
<td>3.18</td>
<td>51.23</td>
<td>100.88</td>
<td>75.42</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>203HO2</td>
<td>2.56</td>
<td>99.28</td>
<td>139.21</td>
<td>103.93</td>
<td>75</td>
</tr>
<tr>
<td>5</td>
<td>210I</td>
<td>36.15</td>
<td>902.80</td>
<td>1,235.98</td>
<td>925.87</td>
<td>75</td>
</tr>
<tr>
<td>6</td>
<td>210RO</td>
<td>3.48</td>
<td>109.38</td>
<td>159.78</td>
<td>119.36</td>
<td>75</td>
</tr>
<tr>
<td>7</td>
<td>210HA</td>
<td>43.42</td>
<td>1,360.08</td>
<td>1,400.76</td>
<td>1,042.32</td>
<td>75</td>
</tr>
<tr>
<td>8</td>
<td>210HA2</td>
<td>4.38</td>
<td>145.04</td>
<td>171.59</td>
<td>128.39</td>
<td>75</td>
</tr>
<tr>
<td>9</td>
<td>213RO</td>
<td>20.03</td>
<td>970.08</td>
<td>972.14</td>
<td>618.44</td>
<td>64</td>
</tr>
<tr>
<td>10</td>
<td>213RO1,2,3,4</td>
<td>159.36</td>
<td>6,770.52</td>
<td>10,297.44</td>
<td>6,558.39</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>179.41</td>
<td>10,759.48</td>
<td>9,965.85</td>
<td>93</td>
</tr>
</tbody>
</table>

Table 1: Comparison of log volume and expected volume

In forest of small compartment, the accuracy tends to be low, because it is difficult to match actual harvested area and calculation area of LiDAR volume. In forest of large compartment, the accuracy of volume estimation was in the range of 86% to 109%. The accuracy of volume estimation from typical sample survey sometimes becomes low (ex. ID 7), because the sample area might not be the area which has average volume of compartment.
Conclusion

In this study, it was confirmed that the analysis of individual tree detection has significant relation between LiDAR and field survey. Further, wall-to-wall LiDAR volume estimation method shows some potential to estimate total log volume as an alternative method to field sampling survey. However, in this study, only a few compartments were used for the comparison and target area was not large. Therefore, the authors plan to carry out additional case studies in various types of forests and number of harvested area.
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Highlights: This study focuses on developing an innovative methodology to automatically estimate the diameter at breast height (DBH) of urban trees sampled by a Laser Mobile Mapping System (LMMS). The high-quality results confirm the feasibility of the proposed methodology, providing scalability to a comprehensive analysis of urban trees.
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Introduction

Accurate measures of structural parameters of urban trees and monitoring their changes over time are essential to inventory of urban trees and growth models, modelling of carbon cycle and management systems of urban trees [1]. The estimation of these variables has traditionally been done with field inventories via pilot samplings. The advent of recent remote sensing technologies has opened up a new field of possibilities for carrying out such work through non-destructive methods, providing advantages regarding the economic costs involved, the time invested and estimation errors.

Among the various urban tree measurements, DBH (stem diameter at 1.3 m height) is an important tree inventory attribute because it serves as a fundamental parameter in tree allometry and estimation of basal area, thus providing valuable information about individual trees and tree stand structure. Many countries store the DBH of urban trees in cadaster databases for monitoring purposes.

The application of LMMS (Laser Mobile Mapping System) enables to fast and accurately capture 3D data of individual urban trees along the road. However, no research has been done on retrieving DBH using this technology. LMMS operates at the suitable work scale between manual and airborne LiDAR measurements. The latter fails to capture the complete vertical distribution of the canopy [2]. Terrestrial Laser Scanning has been used for estimating tree parameters [3], but being time-consuming compared with LMMS in an urban context. However, the method proposed has to face additional difficulties due to the specific acquisition geometry of the technology mentioned, such as the partial 3D data (only one side view), or having to deal with occluding vegetation, leading to underestimations compared to manually collected field data [4].

The aim of the present work is to develop an efficient and precise methodology in a novel way, to obtain DBH of urban trees destined for inventories based on point clouds coming from LMMS. Additionally, the influence of the density of points on the accuracy of deriving DBH estimations were investigated.

Materials and Methods

Laser Mobile Mapping System

For this work, data acquired by Fugro Drivemap is considered. This LMMS is composed of two high performance laser scanners type Riegl VQ250, a four-wheeled all-terrain vehicle and a navigation unit. The Global Positioning System has 10 Hz of positioning rate and the laser pulse rate is 1.333·106 pulses/s, being the maximum density 115000 points/m², the field of view 360°x 26.8°, the ranging accuracy less than 2cm and the maximum range 30 m.

Ground Inventory Data

The ground truth of the DBH was established using a measurement tape by a qualified operator at 5 centimeter precision. It should be remarked that the studied trees are less than 10 meters from the road.
DBH tree extraction Methodology

Before estimating the DBH, the extraction of individual trees of the point cloud is necessary through an automated workflow by voxel analysis (not the aim of this study). For the DBH tree extraction methodology the following steps are performed for each tree (Figure 1):

1). Outliers removal.
   A statistical analysis on each point’s neighbourhood is performed by assuming a Gaussian distribution. All points whose mean distance is outside an interval defined by the global mean distance and standard deviation are considered as outliers and removed from the dataset.

2). Extraction of trunk data.
   The limit between the trunk and canopy is calculated by the curvature change of the histogram that represents the number of filled voxels of 0.25 cm$^3$ size as a function of height.

   If the histogram shows there are ramifications in the trunk, k-means is used to assign a cluster ($k$ clusters) to each data point ($x_i, i=1...n$). K-means is a clustering method that aims to find the positions of $k$ clusters that minimize the Euclidean distance from the data points to the cluster (Equation 1):

   $$ \text{arg min}_c \sum_{i=1}^{k} \sum_{x \in c_i} d(x, c_i) = \text{arg min}_c \sum_{i=1}^{k} \sum_{x \in c_i} ||x - c_i||^2 $$  

   where $c_i$ is the set of points that belong to cluster $i$.

3). Determining the orientation of each trunk by Principal Component Analysis (PCA) and projecting the trunk points into a plane orthogonal to the axis corresponding to the principal direction.

   A classical approach consists in performing a PCA of the 3D coordinates of the point cloud of the trunk. This statistical analysis uses the first and second moments of the point cloud, and results in three orthogonal vectors centered on the centroid of the point cloud. The PCA synthesizes the distribution of points along the three dimensions, and thus models the principal directions and magnitudes of variation of the point distribution around the center of gravity [6].

4). Fitting a circle to the projected trunk points by using RANSAC (RANdom SAmple Consensus) to mitigate the influence of outliers [7].

   DBH was retrieved from laser datasets by circle fitting at different height bins. This can be done because of the assumption that the diameter is not significantly varying along a short length of the stem for mature trees.

   Points that deviated most from a fitted circle were considered noise and removed for DBH estimations through the RANSAC method.

5). Quality control by obtaining the RMSE of the DBH estimated and measured at different height bin sizes.

![Figure 1. Workflow of the DBH Methodology](image)

Experimental Results

The study area is located at the Delft University of Technology campus (lat. 52º00’ N; long. 4º22’ E; 1 m asl, The Netherlands) and tree species include Plantanus and Quercus. Data collection was performed on the 4th of November 2014 covering an area of approximately 750 x 1200 m on a day without wind. The dataset consists of 53,958,666 points, with the x, y and z coordinates and intensity. A pre-processing step of this dataset was carried
out in order to obtain the individual trees of the zone of interest. After that, the point cloud has 1,860,156 points with no intensity. There are 29 trees in total, 14 Platanus and 15 Quercus. The diameters of the first one are bigger than the others.

The accuracy of DBH estimation is influenced by several factors. Different height bins for determining the number of points to fit the circle, were tested to derive reliably DBH estimations. In addition, DBH estimation errors were confronted with the number of points to fit the circle but a relation was not seen.

Table 1 collects the robust statistical parameters of the linear regression established between the actual and the estimated DBH at different height bin sizes. The probability of success to achieve a right DBH defined by these parameters, is also included. From this analysis, it is possible to conclude that 20 cm height bin provides better results, from 1.20 m to 1.40 m height of each individual tree.

Table 1. Correlation coefficients and probability of success at different bin sizes

<table>
<thead>
<tr>
<th>Circle Fitting Height Bin (m)</th>
<th>R²</th>
<th>RMSE (cm)</th>
<th>Probability of Success (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,25-1,35</td>
<td>0.792</td>
<td>5.67</td>
<td>62.1</td>
</tr>
<tr>
<td>1,20-1,40</td>
<td>0.837</td>
<td>4.35</td>
<td>79.3</td>
</tr>
<tr>
<td>1,10-1,50</td>
<td>0.688</td>
<td>6.45</td>
<td>75.9</td>
</tr>
<tr>
<td>1,00-1,60</td>
<td>0.600</td>
<td>12.12</td>
<td>86.2</td>
</tr>
</tbody>
</table>

Conclusions

This research presents a non-invasive method with application to urban tree inventory that consists of DBH estimation. The method is fast, reliable, robust and objective, and could serve to take decisions in advance regarding actions to be taken in urban trees and planning the management and maintenance optimally. This study also discussed the influence of the number of points to fit the circle and circle fitting height bin size on the influence of DBH estimation accuracy, validated against field measurements. Regarding these variables, the results show that there is no significant relation between the number of points and the DBH estimation errors. A 20 cm height bin provides better results, reaching a $R^2$ value of 0.84 and a RMSE of 4.35 cm with a probability of success of 79.3%. In addition, the results show that working only on one side of the tree, the visible side from the road, is still feasible for approximating the DBH with an accurate and precise fit.

This methodology can be extrapolated to a comprehensive study of urban trees.

It should be mentioned that the proposed methodology is part of a robust and efficient workflow which considers the automated, large scale extraction of tree sizes and locations sampled by a laser mobile mapping system. It includes tree location, level height and crown width throw a sensitivity analysis.
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Highlights: This study analyses ALS data with three different wavelengths (1064 nm, 1550 nm and 532 nm) from a forest area to investigate the potential for tree species classification. Including both spectral and geometric information from ALS data may characterize tree species better than geometric information from one wavelength only.
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Introduction

Data from airborne laser scanning (ALS) are being used for classification of tree species in forests [1,2]. From interpretation of aerial images, it is well known that different tree species reflect light at different wavelengths [3]. A multi-wavelength laser scanner would provide spectral as well as geometric information about the vegetation, enabling detailed analysis of the backscattering object surface. Hence, classification of tree species is one potential application of multi-wavelength laser scanning. A combination of green and NIR/SWIR wavelengths is likely to be useful for vegetation analysis since the reflectance of plants is highest around 550 nm and in the NIR/SWIR spectrum due to their chlorophyll content. The Normalized Difference Vegetation Index (NDVI) derived from the visible red and NIR spectral bands is known to yield high values for vegetated areas [3]. Vegetation indexes could be calculated in a similar way from laser scanning data with multiple wavelengths.

An operational multi-wavelength ALS system is now available from Optech with near-infrared laser light (NIR; 1064 nm), short-wavelength infrared laser light (SWIR; 1550 nm) and a visible green wavelength (532 nm) [4]. The new system will most likely be important for land cover mapping, including vegetation mapping. However, to perform optimal classification, the laser data should be radiometrically calibrated to eliminate the effect of sensor, flight and individual echo dependent acquisition geometry and present atmospheric conditions. The process of radiometric calibration can be applied to discrete as well as full waveform ALS data if the output power is known or can be assumed to be constant. Full waveform ALS data has the additional advantage that the echo width of the received signal can be derived.

This study describes characterization of tree species from radiometrically calibrated ALS data with three wavelengths: 1064 nm, 1550 nm and 532 nm [5]. The ALS data are collected with three separate scanners and two separate flights but the aim is to get close to multi-wavelength laser scanning.

Materials

Study area

The study area is part of the LBI ArchPro case study area Carnuntum [6] and is located in deciduous riparian forest along the Danube in the northeast of Austria (Lat. 48 ° 07’ N, Long. 16 ° 52’ E). The main tree species are European ash (Fraxinus excelsior) and hybrid poplar (Populus x canadensis). Other tree species include box elder (Acer negundo), bird cherry (Prunus padus), and English oak (Quercus robur).

ALS data

ALS data were collected with separate instruments with different wavelength as described in Briese et al. [5]. On May 24th, 2013, data were collected with the ALS instruments RIEGL VQ-820-G (laser wavelength: 532 nm) and RIEGL VQ-580 (1064 nm). On May 28th, 2013, data were collected with the ALS instruments RIEGL VQ-820-G (laser wavelength: 532 nm) and RIEGL VQ-480i (1550 nm). The point density (last echo) of all data sets was more than 20 points per m². The ALS data covered an area of approximately 800 ha. All initial signal
processing (i.e., full-waveform decomposition, georeferencing, strip adjustment, and radiometric calibration) is described in Briese et al. [5].

Field data
An initial field visit was done on September 26th, 2013. Seven homogenous forest stands with one dominant tree species were identified and their positions were measured with a hand-held GPS. A part of the laser-scanned area was selected for a more detailed field inventory based on the presence of homogenous forest stands with at least 50-100 m extent. The area selected for detailed inventory was approximately 28 ha and located on floodplain land. Three transects were placed in the selected area to cover a variety of tree species, tree height, and stem density. On November 7th, 2013, 22 field plots with 10 m radius were placed with 100 m distance along the transects. For each field plot, the number of trees of each species was recorded. The proportion of each tree species was calculated in relation to the total number of trees. The positions of the center of the field plots were measured using a Differential Global Positioning System (DGPS).

Features of ALS data relative to tree species
The following raster layers were derived from the ALS data (Figure 1).
- Normalized digital surface model (nDSM) with 1×1 m raster cells from RIEGL VQ-580 and RIEGL VQ-480i
- Maximum reflectance of first return (r) with 0.5×0.5 m raster cells from all sensors. The values derived from the RIEGL VQ-580 on May 24th were called r_{580} and the values derived from the RIEGL VQ-480i and RIEGL VQ-820-G on May 28th were called r_{480i} and r_{820-G} respectively.

Figure 1: A selected area with a stand of poplar to the left and a stand of European ash to the right. The subfigures are the nDSM derived from the RIEGL VQ-580 data (top left; values ranging from 0 to 45 m), the reflectance from the RIEGL VQ-580 data (top right; values ranging from 0 to 0.5), the reflectance from the RIEGL VQ-820-G data on April 28th (middle left; values ranging from 0 to 0.04), the reflectance from the RIEGL VQ-480i data (middle right; values ranging from 0 to 0.25), a transect from the RIEGL VQ-820-G data (bottom left) and a transect from the RIEGL VQ-480i data (bottom right). Each transect is 5 m wide and 100 m long and is shown as a white line in the corresponding raster.
**Characterization of tree species**

The main tree species in the area can be distinguished from the reflectance of all three wavelengths. The point density was slightly higher for the RIEGL VQ-820-G data than for the other two wavelengths, but the proportion of returns at different height above the ground appears to be similar for all wavelengths. Also the level of the detail of the tree crowns appears similar, and delineation of tree crowns or groups of trees could be feasible from all wavelengths.

The RIEGL VQ-820-G scanner has higher sensitivity than the two other scanners since it is primarily intended for bathymetric mapping. It also has a twice as big angular divergence and hence footprint. This means that one pulse can intersect a greater number of surfaces and that the sensor will record many of these surfaces as echoes, resulting in a greater number of echoes for each emitted pulse. Although some of the surfaces are not in the middle of a footprint, the return signal will still be stored at the position corresponding to the middle, resulting in less accurate positioning and more noise. It is worth noting, that the small openings in the canopy visible in the reflectance maps do not appear equal for all datasets. Not only point density, but also the footprint (diameter and energy distribution) may be the cause of that. Also the new Optech multi-wavelength ALS system has a bigger angular divergence for the green wavelength, so similar results can be expected for that.

Based on the field data, we will derive the reflectance and additional variables for tree crowns of the different species. By summarizing the values over the different tree species, a signature can be calculated for each species. We will compare the signatures of the different species to derive features that can be used for tree species classification.
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Challenges in measuring forest attributes from Araucaria trees with ALS data
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Highlights: Forest attributes were retrieved from \textit{Araucaria angustifolia} trees using ALS LiDAR (Airborne Laser Scanning – Light Detection and Ranging) data. Thiessen Polygon method was used as an alternative to region growing methodology in tree detection. Diameter at breast height (DBH), crown diameter and height were this procedure’s results.
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Introduction

In natural forests it is a challenge to measure irregular crown trees even in open field. From \textit{Araucariaceae}, \textit{Araucaria angustifolia} is one example of irregular crown trees. \textit{A. angustifolia} is classified as an endangered species. Therefore, there is the necessity for methodologies to accurately measure these trees. These data can be an important resource to collaborate with a management project for araucaria’s conservation. This paper aimed to measure variables from \textit{Araucaria angustifolia} trees using LiDAR data employing a new methodology called Thiessen Polygon method. Developed by [1], this methodology came to serve as an alternative to region growing method. As a hypothesis, this methodology allied to ALS LiDAR data can be a possible alternative for measuring trees easily.

Material and methods

The study area is located in the city of Painel, Santa Catarina state, Brazil. Inserted in the Araucaria Forest, this area contains a large occurrence of \textit{Araucaria angustifolia} (araucaria). Due to the species’ morphology even in open field is hard to measure these trees accurately. Measurements were taken from isolated trees of \textit{A. angustifolia} and compared to the ones obtained using ALS data. To avoid field measurement errors only isolated trees were included in the experiment. In total 4 subareas were selected containing only isolated \textit{araucarias}.

Thiessen polygon method is based on the same principle as region growing for tree delineation. First calculates the local maxima (seeds) using ArcGIS. With the seeds is possible to obtain the Thiessen polygons. Empty spaces between the trees can be removed using a binary gap mask. At the end of this process is possible to obtain total height and crown diameter. DBH is calculated using crown diameter in linear regression techniques.

Tree delineation was assessed through hit rate, omission and commission indexes. Field and ALS measurements were compared as an assessment form as well.

Results and discussion

Table 1 shows similarity between field data and ALS measurements and ranges from 75 to 92%. Except for the third area, the hit rate value was low due to a higher number of trees per hectare. The tree crown form might also be a contributing factor for the lower hit rate, especially in more dense forest areas.

<table>
<thead>
<tr>
<th>Assessment</th>
<th>area 1</th>
<th>area 2</th>
<th>area 3</th>
<th>area 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trees delineation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omission rate (%)</td>
<td>9,7</td>
<td>8,7</td>
<td>24,8</td>
<td>8,3</td>
</tr>
<tr>
<td>Commission rate (%)</td>
<td>4,8</td>
<td>7,2</td>
<td>5,7</td>
<td>8,3</td>
</tr>
<tr>
<td>Hit rate (%)</td>
<td>90,3</td>
<td>91,3</td>
<td>75,2</td>
<td>91,7</td>
</tr>
<tr>
<td>DBH (cm)</td>
<td>32,63\textsubscript{a}</td>
<td>31,12\textsubscript{a}</td>
<td>34,40\textsubscript{a}</td>
<td>32,54\textsubscript{a}</td>
</tr>
<tr>
<td>Total height (m)</td>
<td>10,56\textsubscript{b}</td>
<td>10,25\textsubscript{b}</td>
<td>11,15\textsubscript{b}</td>
<td>10,48\textsubscript{b}</td>
</tr>
<tr>
<td>Crown diameter (m)</td>
<td>8,50\textsubscript{c}</td>
<td>8,20\textsubscript{c}</td>
<td>9,40\textsubscript{c}</td>
<td>8,75\textsubscript{c}</td>
</tr>
<tr>
<td>Field measurements</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALS measurements</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBH (cm)</td>
<td>32,41\textsubscript{a}</td>
<td>31,51\textsubscript{a}</td>
<td>33,10\textsubscript{a}</td>
<td>32,14\textsubscript{a}</td>
</tr>
<tr>
<td>Total height (m)</td>
<td>10,12\textsubscript{b}</td>
<td>10,05\textsubscript{b}</td>
<td>10,92\textsubscript{b}</td>
<td>10,41\textsubscript{b}</td>
</tr>
<tr>
<td>Crown diameter (m)</td>
<td>8,02\textsubscript{c}</td>
<td>8,10\textsubscript{c}</td>
<td>9,05\textsubscript{c}</td>
<td>8,82\textsubscript{c}</td>
</tr>
</tbody>
</table>

Equal letters in the same column do not differ statistically in Dunnet’s test at 0,10 of reliability.
DBH difference between field and ALS measurements was from 0,22cm to 1,3cm. Total height difference varied from 7cm to 23cm. Crown difference varied from 0,10m to 0,48m. It is possible to say the difference between measurements presented a good behaviour, showing the potential of the ALS technology applied to forestry.

In general, the magnitude of hit rate accuracy corresponds well with previous experiments conducted by other authors. The same methodology was used in Barcelonette, France and reached a hit rate of 96% [1]. With other methodologies, other authors reached a hit rate of 40% [2], 61% [3] and 86,7% [4].

Figure 1 shows the delineation results. Good results are presented in Figure 1a, 1b and 1d. However, Figure 1c, the blue arrow shows one misidentification. In this particular case, there is a group of close trees overlapping their crowns causing therefore trees misidentification. The green arrow shows a dense corridor of trees. This occurrence can also be a contributing factor to the hit rate decrease.

Conclusion

DBH and total height measurements are possible to be obtained with ALS for Araucaria angustifolia trees. Thiessen Polygon methodology showed good results when compared to other authors. These results show potential to use both ALS and Thiessen Polygon methodology for further forest management practices in Mixed Ombrophilous forest in Southern Brazil.
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Scikit-image for trees local maxima detection
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Highlights: Tree top detection using laser scanner data is very important when tree modeling and measurement are concerned. However, software used for this purpose are expensive and scarce. This project aimed to assess Scikit-image for tree local maxima detection. Scikit-image is a Python based package using Numpy and Scipy.
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Introduction

Due to the diffusion of LiDAR (Light Detection and Ranging) technology, new methodologies are necessary to support this advance. There are software available with the capacity to detect local maxima in forest areas. Although, some are expensive and others limited in their options. Scikit-image ([1]) is a Python based algorithms package for image processing created from the association between Numpy and Scipy packages. With it, the user is not limited to what a software can offer and it is possible to create algorithms based on each necessity. This paper aimed to assess the applicability of Scikit-image for trees local maxima detection. As a hypothesis, we believe with the right configuration Scikit-image can be a valuable tool to be used in forestry allied with LiDAR data. However, this is the first time Scikit-image is been tested for forest applications in local maxima detection context. There is the necessity for more tests to assess Scikit-image’s performance and robustness.

Material and Methods

The study area is located in the city of Painel, Santa Catarina state, Brazil. It is inserted in the Araucaria forest with the presence of high density forest fragments and open field. Tree height was the variable measured on the field to compare with the local maxima automatically calculated. LiDAR data had an average point density of 7 point/m². Local maxima detection was calculated in two different forms, through TreesVis and Scikit-image local maxima detection algorithms. Both methods used the digital surface model (DSM) for treetop detection. DSM was calculated in TreesVis with a geometric resolution of 0.5m. In Scikit-image, the local maxima detection used several python packages including Numpy, Scipy, GDAL and Matplotlib. Total height measured in the field was compared with the treetops calculated in TreesVis and Scikit-image to assess the method used. The reason to use TreesVis in this project is to compare the results of Scikit-image with an already established algorithm for local maxima detection.

Results and discussion

Table 1 shows there are enough statistical evidences to state that field tree height, TreesVis and Scikit-image local maxima do not differ. Both TreesVis and Scikit-image showed a lower tree height average. That can be explained due to the filtering necessary to smooth the DSM before treetop detection. Nevertheless, difference stood between 0.09 and 0.17m for TreesVis and Scikit-image, respectively.

Table 1: Average local maxima for each method

<table>
<thead>
<tr>
<th></th>
<th>Total Height (m)</th>
<th>Number of trees detected</th>
<th>Commission</th>
<th>Omission</th>
<th>Hit rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field (F)</td>
<td>11.70a</td>
<td>66</td>
<td>-</td>
<td>-</td>
<td>100%</td>
</tr>
<tr>
<td>TressVis (T)</td>
<td>11.61a</td>
<td>60</td>
<td>0.0%</td>
<td>9.1%</td>
<td>90.9%</td>
</tr>
<tr>
<td>Scikit-Image (S)</td>
<td>11.53a</td>
<td>66</td>
<td>7.6%</td>
<td>7.6%</td>
<td>92.4%</td>
</tr>
<tr>
<td>F - T</td>
<td>0.09</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>F - S</td>
<td>0.17</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Average height values followed by the same letter in the line do not differ statistically according to Dunnet’s test at 90% of reliability

Evaluating the hit rate, both TreesVis and Scikit-image showed good results. TreesVis had no commission error and 9.1% of omission. Scikit-image was unable to detect 6 trees, resulting in an omission of 7.6%.
Omission in both algorithms was result of low density LiDAR data, which is a critical factor in DSM calculation and posterior treetop detection. Commission for Scikit-image also resulted in 7.6% due to the presence of small bushes and the configuration used in Scikit-image’s algorithm. Further studies may reduce this value when a better configuration is found. Hit detection reached 90.9 and 92.4% for TreesVis and Scikit-image, respectively. Increasing the density of LiDAR data could improve this results, achieving a hit rate close do 99%.

Consulting other references, [2] achieved a hit rate of 96% using Thiessen Polygon method, [3] reached a 61% hit rate, [4] detected 70% of the trees correctly and [5] located 87.3% of the trees in the analysed area. Thus, is possible to say Scikit-image and TreesVis reached a satisfactory and coherent result compared to the literature.

Figure 1 shows the performance of both algorithms tested. Figure 1a shows the result of Scikit-image processing. Blue arrows indicate errors of commission, caused by the algorithms configuration and very low vegetation occurrence. Yellow arrow shows one of the omission cases caused by the close proximity from small trees to big trees. Besides that, Scikit-image algorithm for local maxima detection proved efficient. All high trees were correctly detected, showing the potential of this package. Further tests should be made to assess the behaviour of this package with other forest formations. Scikit-image, due to its flexibility, can also be implemented in different software solutions. TreesVis, for example, could implement this algorithm along with the already existing one.

Green arrows in Figure 1b emphasize the omission errors with TreesVis. Although, the omission’s reason with TreesVis is important to quote. All misdetections happened with low trees and/or trees close to each other. This behaviour is common in low density LiDAR data, causing the omission due to lack of information from tree crowns in the DSM model.

**Conclusion**

Scikit-image is a promising tool for local maxima detection using LiDAR data. It presented good behaviour and has shown good results under the appropriated configuration. Although, further studies are necessary to improve the results and to adapt the algorithm to different kinds of forests (i.e. coniferous and dense coniferous forests; broad leafs dense forests).
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Highlights: We used multi-temporal ALS data to monitor different categories forest changes, which including forest growth and logging changes, understory loss during forest tending, and forest thinning intensity.
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Introduction
As a dynamic ecosystem, forests are always in changing status. These happens during forest ecosystem succession and forest management activities. Some changes are not apparent through direct observation while some are observable. Lidar provides an efficient way to characterize structure related parameters which are usually related to forest change phenomena.

Content
We designed experiments to detect forest changes using multi-temporal waveform lidar datasets. In Yuxi of Yunnan province, we detected forest growth and logging changes through airborne lidar data from 2007 and 2014. In Puer of Yunnan province, the understory loss during forest tending was quantified and mapped through combination of TLS and ALS data collected before and after tending activity. In Xiuning of Anhui province, forest thinning intensity was estimated using lidar data collected before and after thinning management event. Lidar metrics variables, foliage vertical profile, and estimated volume density were used to characterize these changes quantitatively. The performance of these test sites shows good potentials for change detection especially caused by forest management activities.
Fig. 1 The comparison of TLS and ALS point clouds before and after forest tending

\[ R^2 = 0.9021 \]

Fig. 2 The regression result between ALS and TLS estimated volume of shrub layer
Fig. 3 The change picture of the foliage elements volume in shrub layer

Fig. 4 CHM comparison of different forest thinning intensity plots
Assessment of models validity domain for predictions of dendrometrical parameters from lidar data.
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Highlights: How could we know if maps predictions have been obtained from models operating in their calibration range or in an extrapolation mode? The study proposes a method defining the validity domain of a model using boundaries of the calibration metrics and distances of the pixels to be predicted from the metrics used in the model calibration stage.
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Introduction

Mapping forest parameters from LIDAR data, involves a key role played by the model selection process. Many studies [1] have based this selection on an overall low mean square error (RMSE) of the model. AIC and BIC criteria are also frequently used since they further put a negative weight on complex models. Once selected, models are applied to predict forest parameters for every pixels of the area covered by the LIDAR data.

Since forest managers need reliable maps and considering that model accuracies are more reliable within their calibration ranges, we propose a method depicting the frontier of the calibration range.

The use of a convex hull has been proposed by [2]. In this study, we evaluate methods for characterizing the calibration range of a model used to predict basal area (BA) from LIDAR data. The approach compares convex hulls, alpha shapes, and distances calculations (including prediction residuals and Mahalanobis distance) which highlight the distance between the LIDAR metrics of the calibration and the prediction samples. This multi-criteria approach is used to assess model robustness, and estimate limitations in map usage when models operate outside of their calibration range or when prediction pixels are too far from calibration plots.

Material et methods

The study site is located in Vercors (France – Dept 38) where two LIDAR survey have been produced in September 2010 and August 2011, by the same operator, using the same acquisition parameters: mean pulse emission of 12 pts/m², obtained with a RIEGL LMS-Q560 at a flight altitude of 600 m. The area is covered mainly with uneven stands composed of Fir (Abies alba), Spruce (Picea abies) and Beech (Fagus sylvatica). Some coppice of Beech are still present, but cover less than 10% of the area. Trees were measured between 2011 and 2013, i.e. 1 or 3 growing seasons after the LIDAR survey. The diameter at breast height (DBH) has been measured for all trees starting at 17.5 cm diameter. Plots that were established only in the public forests, were georeferenced using GNSS receiver with differential correction. The dependent variable BA (m²/ha) was calculated by summing all tree section areas, divided by the plot area.

Explanatory variables were LIDAR metrics calculated from 3D points cloud normalized with a TIN (Triangulated Irregular Network) of ground points. Nine metrics families have been considered: height percentiles, distribution statistics, height differences to mean height, cumulative point density within fixed or variable height slices, means of local height maxima, canopy volume and penetration rate within slices. Some filters have been apply to select all, first or lasts pulses, ground pulses, or pulses above 2 or 1 m height.

The most accurate models have been selected after testing all combinations of 4 explanatory variables within additive models. Three models were selected according to multi-criteria optimization: precision (i.e. model with the lowest RMSE obtained by cross-validation), with low correlation between predictors (VIF <5) and low effect of dendrometrical, topographical and acquisition parameters. At least, 2 methods to define models validity domain have been tested.

The first method is based upon the definition of the outer boundaries of the metrics used for model calibration. As the retained models contained 4 predictors, they were first summarized by the first axes of a Principal Component Analysis (PCA). Three methods of boundaries adjustment have been tested: a convex hull [2,3], and two alpha-shapes (with alpha values of 0.5 and 1). Once these boundaries adjusted, it was then possible to detect pixels either inside or outside these calibration boundaries.

The goal of the second method is to calculate, in the predictor space (i.e. 4 dimensions) of each model, the Mahalanobis distance between each point of the target sample and the reference one (i.e. the calibration plots).
The Mahalanobis distance was preferred to the Euclidian one, since it takes into account the correlation between LIDAR metrics. The Mahalanobis distance was obtained using the yaImpute package (R-Core Team).

Thanks to the geographical coordinates carried by each predicted plots, uncertainty maps were produced. From these maps, spatial analysis were performed to evaluate validity domains and Mahalanobis distances, and to investigate their relation with forest types recorded by the National Forest Inventory (NFI) as well as stand properties (public or private forests).

**Results**

Three models were retained among all tested models, having low correlation between explanatory variables (VIF < 5). Error rates of these 3 models were low: coefficient of variation ranging between 17 and 25% of relative RMSE. Model ① showed the lowest RMSE: 5.1 m²/ha, but was sensitive to all external parameters examined (pulse density, topographical conditions and stand density). Model ② had a slightly larger relative RMSE (19%), but the influence of external parameters were limited to stand density. Model ③ had an even larger coefficient of variation (22%), and was shown to be insensitive to stand density, but remained sensitive to other dendrometrical, topographical and LIDAR acquisition parameters.

The first 2 PCA axes performed on each set of 4 dependent variables explain 80%, 83% and 82% of the variability, for models ①, ② and ③ respectively. Calibration plots can be projected in the space of these principal components and external envelops were adjusted to define the calibration domain of each model. According to type of envelope used (i.e. convex hull or alpha shape), the rate of prediction plots within the validity domain varies from 59 to 93% for convex hull (table 1), from 52 to 86% for alpha-shape (alpha =1) and between 52 to 80 % when an alpha of 0.5 is used. Spatial analysis show that in private forest, prediction plots fall more frequently outside the calibration range as compared to public forests (table 1).

Analysis of Mahalanobis distance to the nearest calibration plot illustrate that prediction plots of model ① are further from the calibration range, compare to predictions from model ② or ③. Irrespective of the model considered, spatial overlay with forest types illustrates a greater Mahalanobis distances in private forests than in public forests (figure 1). Spatial overlay with NFI stand types shows that models were relatively stable among forest compositions for model ② or ③. A high dispersion of Mahalanobis distances can be observed with model①, particularly for deciduous stands.

**Discussion / Conclusion**

Model selection only based on RMSE criteria could lead to choose a biased model in some part of the study area especially when models are used in an extrapolation mode. An illustrative example was presented with model ① in private forests or in decidous stands (i.e. these conditions were not part of the calibration sample). We have shown that model robustness can be assess using: the boundaries of the model calibration range, dispersion of prediction plots and Mahalanobis distances to the nearest calibration plots. Using the geographical coordinates of the predicted plots, uncertainty maps can be performed. These maps allow to identify areas where models are used in an extrapolation mode. These areas could be removed for further analyses or the extent of the calibration domain be completed in these areas in order to improve maps precision.

Even if a method defining the boundaries of the calibration domain have already been used to illustrate the extent to which the field measurements encompass landscape structural conditions, the method presented here allows to classify prediction plots as within or outside the validity domain. Uncertainty maps can be produce using these new indices. Nevertheless, the type of boundary envelopes influence the resulting maps. Furthermore, prediction plots can be outside the calibration domain but near a calibration plot. Conversely, a prediction plot can be inside the calibration range but far from a calibration plot depending how compact the calibration sample is in terms of LIDAR predictors.

The approach using Mahalanobis distance allows to work in the calibration space of the LIDAR predictors. This further complements the information obtained by the establishment of the boundaries envelops obtained by either convex hull, or alpha-shape technics.
Model 1 = f(dHmean_sup2m ; Nrel.6m12m ; dHmean_lst ; TxPen1m0.5H99_0.8H99_lst.tot)

<table>
<thead>
<tr>
<th>Method</th>
<th>F_private</th>
<th>F_public</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHULL</td>
<td>93%</td>
<td>91%</td>
</tr>
<tr>
<td>alpha=0.5</td>
<td>57%</td>
<td>63%</td>
</tr>
<tr>
<td>alpha=1</td>
<td>83%</td>
<td>86%</td>
</tr>
</tbody>
</table>

Model 2 = f(d9 ; d3_lst ; Hmv3_Bd ; TxPen1m0.5H99_0.8H99_lst.upp)

<table>
<thead>
<tr>
<th>Method</th>
<th>F_private</th>
<th>F_public</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHULL</td>
<td>59%</td>
<td>89%</td>
</tr>
<tr>
<td>alpha=0.5</td>
<td>47%</td>
<td>80%</td>
</tr>
<tr>
<td>alpha=1</td>
<td>52%</td>
<td>86%</td>
</tr>
</tbody>
</table>

Model 3 = f(dcum03 ; d0 ; Hcv_lst ; TxPen1m0.5H99_0.8H99_only.upp)

<table>
<thead>
<tr>
<th>Method</th>
<th>F_private</th>
<th>F_public</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHULL</td>
<td>64%</td>
<td>88%</td>
</tr>
<tr>
<td>alpha=0.5</td>
<td>52%</td>
<td>76%</td>
</tr>
<tr>
<td>alpha=1</td>
<td>55%</td>
<td>80%</td>
</tr>
</tbody>
</table>

Number of prediction plots: 20694 39413

Table 1: Proportion of prediction pixels found within the calibration range for the 3 models retained, according to stand properties (public or private forests) and the method of calibration envelope establishment (Chull = Convex Hull, Alpha Shape with an alpha = 0.5 or 1).

Figure 1: Distribution of Mahalanobis distances to the nearest calibration plot for three prediction models of BA, depending on the forest types (NFI code) and stand property (Public or Private), with:
- Model 1: TxPen1m0.5H99_0.8H99_lst.tot.Nrel.6m12m.dHmean_lst.dHmean_sup2m
- Model 2: TxPen1m0.5H99_0.8H99_lst.upp.d9.d3_lst.Hmv3_Bd
- Model 3: TxPen1m0.5H99_0.8H99_only.upp.dcum03.d0.Hcv_lst
References


Exploring G-LiHT data to predict individual tree LAI from tree height

Huaguo Huang, Kan Huang

Key Laboratory for Silviculture and Conservation, Ministry of Education, College of Forestry, Beijing Forestry University, Beijing100083, People’s Republic of China

Highlights: Goddard’s LiDAR, Hyperspectral and Thermal (G-LiHT) data were explored to extract height and effective leaf area index (LAI) of single trees and investigate the relationship between them. In three forested areas, high correlation (R$^2$=0.68) was found between single tree mean or maximum LAI and its tree height.
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Introduction

G-LiHT is a portable, airborne imaging system that simultaneously maps the composition, structure, and function of terrestrial ecosystems using lidar, image spectroscopy and thermal cameras [1]. With the full name as NASA Goddard’s LiDAR, Hyperspectral and Thermal Imager instrument, G-LiHT data is a freely available online(http://gliht.gsfc.nasa.gov), which is a unique data source to enable data fusion at fine-scale (< 1 m). Despite a few applications[2], G-LiHT data has not been fully discovered.

With the increasing demands for precise LAI and the aid of high resolution satellite images available, the LAI of individual trees (LAI$_{tree}$) is possible to be produced for forest management [3]. LAI$_{tree}$ can be used to reconstruct three-dimensional (3D) scenes for radiative transfer modeling [4]. However, it is difficult to validate satellite-derived LAI$_{tree}$ if using traditional LAI measurement methods (hemi-photos). Therefore, most studies used LiDAR data as surrogate measurements [5]. Terrestrial LiDAR system (TLS) has very high density, it has been successfully used to derive LAI$_{tree}$ at plot scales. If with similar high density, airborne LiDAR is also capable of extracting LAI$_{tree}$ for larger area than TLS. Based on its high density of point cloud, the objective of this paper is to exploit G-LiHT capability to extract single tree LAI.

Sites and Data

G-LiHT data collected in three sites in USA were used, which are the Howland Forest site (N45°13’58.98”, W68°44’44.64”) in Maine, the Prospect Hill site of Harvard Forest (N42°32’35.31”, W72°10’41.73”) in Massachusetts, and the Smithsonian Environmental Research Center site (N38°53’34.42”, W76°33’20.91”) in Maryland respectively. LiDAR used a 300 kHz multi-stop scanning LiDAR with a 60° field of view and 10 cm diameter footprint, and the site was flown with 50% overlap in north–south and east–west directions to achieve a mean return density of up to 50 laser pulses/m$^2$. Leaf-on data in June were downloaded and used. The hyperspectral images with 402 bands (417-1000 nm) were acquired simultaneously with LiDAR.

G-LiHT provided three levels (L1, L2, and L3) of products. We used the L3 product containing returns (“point clouds”), DTM (Digital Terrain Model), CHM (Canopy Height Model, see Fig. 2), LiDAR metrics, and common vegetation index. Among them, point cloud data were stored in LAS file format. Public released point clouds were re-sampled and processed as smaller data volumes with around 1 km tiles for mapping. The point density (points/m$^2$) of first returns is from 0 to 23 with a mean value around 5. Scan angle is between -30 to 30 degree.

Methods

Four major steps were used to calculate LAI$_{tree}$ (Fig. 1).

Step 1 -- Four high resolution (0.4 m) image products were generated, including CHM, total number of first returns denoted as $N_{tot}$, number of ground first returns denoted as $N_{grd}$, 95th percentile of first returns denoted as $H_{95}$ from point clouds using BCAL LiDAR Tools.

Step 2 -- Based on CHM, individual tree crowns were segmented and tree heights were extracted using TreeVaW software [6, 7]. A list of trees, noted as LISTREE, with parameters of position (x, y), height $H_{max}$, and radius $R$ was created.

Step 3 -- For a tree $i$ in LISTREE, its vertical crown projection mask was created. Within this mask, the number of $N_{tot,i}$ and $N_{grd,i}$ were counted as $N_{tot,i}$ and $N_{grd,i}$, and the maximum value of $H_{95}$ was calculated. A near nadir canopy gap fraction of $p_i$ was estimated as:

$$p_i = \frac{N_{grd,i}}{N_{tot,i}}$$

(1)
Step 4 -- Assuming a spherical leaf angle distribution of tree $i$ and an incidence zenith angle $\theta$, the gap fraction was theoretically related to $LAI_{\text{tree}}$ by Beer-Lambert law similar to previous studies [8]:

$$p_i = \exp\left( -0.5 \times \frac{LAI_{\text{tree}}}{\cos \theta} \right)$$  \hspace{1cm} (2)

The LAI was then inversed from Eq. (2):

$$LAI_{\text{tree}} = 2.0 \times \cos \theta \times \ln p_i$$  \hspace{1cm} (3)

For simplicity, nadir incident ($\theta=0$) is used. $H_{\text{eq}}$ was used to remove those “bad” trees with errors larger than 5 m between $H_{\text{eq}}$ and CHM-extracted $H_{\text{max}}$.

To explain the relationship between each tree’s height and LAI, three basic assumptions were defined:

A1: Three basic types of tree crown shells, cylinder, ellipsoid or cone, were assumed to construct any tree crown with a maximum radius $R$ and a crown length $L$.

A2: The crown length $L$ is linear with tree height $H_{\text{max}}$: $L = a \times H_{\text{max}}$.

A3: The leaf area of a tree ($LA_{\text{tree}}$) is linearly correlated to its crown volume ($V_{\text{tree}}$) for trees with the same specie type: $LA_{\text{tree}} = g \times V_{\text{tree}}$.

Based on assumptions (A1) and (A2), the volume of a tree can be calculated as:

$$V_{\text{tree}} = \frac{f \pi a R^2}{3} \times H_{\text{max}}$$  \hspace{1cm} (4)

Where $f$ is for cylinder, $a/2$ for ellipsoid, $a/3$ for cone, or $[a/3, a]$ for combinations of these three crown types. Then, assumption (A3) is used to compute the leaf area (or LAI) of a tree:

$$LA_{\text{tree}} = g \times V_{\text{tree}} = g \times f \pi R^2 H_{\text{max}}$$  \hspace{1cm} (5)

$$LAI_{\text{tree}} = LA_{\text{tree}} / (\pi R^2) = g \times f H_{\text{max}}$$  \hspace{1cm} (6)

Note that $f$ is a specie-dependant constant, while $g$ is assumed specie-independent but varying with phenology, which needs to be inversed or predefined here. As a result, $LAI_{\text{tree}}$ is linearly with $H_{\text{max}}$.

**Results**

Figure 2 shows scattering plots between $H_{\text{max}}$ and $LAI_{\text{tree}}$ for the three sites using G-LiHT derived information, where significant linear correlations are generally found ($R^2$>0.35). Note that $H_{\text{max}}$ and $LAI_{\text{tree}}$ are symbolized in sub-figures with $H$ and LAI for convenience. The slopes of the linear equations are from 0.12 to 0.311. The best result ($R^2=0.68$) is in the second tile of the PH site, which shows evenly sampled tree heights. On SE site, the worst result ($R^2=0.36$) appears with uneven and fewer tree samples located in the second tile. Significant errors of predicted $LAI_{\text{tree}}$ are visible, which somehow reduces the accuracies of predictions. However, it is interesting that the upper boundaries of predicted $LAI_{\text{tree}}$ are quite stable for all tiles. Therefore, we put all nine groups’ results into one figure (Fig. 3a), which shows a clear upper boundary. Besides, an improved $R^2$ (0.68) is also found by integrating the results of nine tiles. The upper boundary can be fitted using a log equation or second order polynomial curve (Eq. 7 and 8). Fig. 3b shows that the LiDAR derived LAI values are positively related to vegetation index.

$$LAI_{\text{tree}} = 3.344 \times \ln(H_{\text{max}}) \hspace{1cm} (R^2=0.98; \text{RMSE} = 0.40)$$  \hspace{1cm} (7)

$$LAI_{\text{tree}} = -0.004521 \times (H_{\text{max}})^2 + 0.4205 \times H_{\text{max}} + 3.11 \hspace{1cm} (R^2=0.99; \text{RMSE} = 0.31)$$  \hspace{1cm} (8)

**Figure 1:** Four steps to retrieve $LAI_{\text{tree}}$ from point clouds

**Figure 2:** Scattering plots between $H_{\text{max}}$ (Horizontal axis, $H$) and $LAI_{\text{tree}}$ (vertical axis, LAI) at nine tiles in three sites; dash lines representing a line with slope 0.3 and zero interception; solid lines are fitted lines.
Conclusion and discussions

Based on G-LiHT data, it has been demonstrated that mean effective leaf area index (LAI) of single tree was highly correlated to single tree height ($R^2=0.68$). Besides, the potential maximum LAI values are more correlated, which may be explained by site quality. This conclusion is limited on the test in eastern forests of USA, but it provides a direction to allocate leaf area in forests from coarser to finer resolution. Next studies will evaluate the findings over wider eco-zones. The specie-induced variations will also be explored.

The upper boundary of predicted LAI is commonly visible for all tested tiles. It should have some explanations. The maximum LAI value for a tree height can be seen as the ideal growth limit based on the site quality and best competition status for light and soil fertilization. This explanation is similar with the concept of site index.
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Highlights: In New Zealand, over 70% of plantation forests are managed by large-scale forest owners with the means to employ best management practices. In contrast, the 30% of plantation forests managed by small-scale forest owners are unlikely to afford regular area and yield assessment, which becomes the main hurdle for obtaining detailed forest description. This research explores a cost-effective remote sensing approach (fusion of airborne LiDAR, aerial photography and RapidEye satellite imagery) to obtain detailed area and yield information for small-scale forests in the Wairarapa region, New Zealand.
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Introduction

Forestry is the third largest export earner and a significant industry in New Zealand. A majority of plantation forests (70%) are owned by large-scale forest owners with more than 1000 ha of forest area (MPI, 2012). Large-scale forests are managed professionally with regular assessment of forest areas and yields through aerial photography and inventories in order to support management decisions. On the other hand, small-scale forest owners (less than 1000 ha) are reported to own 30% of the total plantation area (MPI, 2012). The forest description of small-scale forests is believed to be less reliable due to inconsistent area definition and management practices. The areas reported may well be gross areas rather than net stocked areas, and the yields is assumed based on large-scale forests from the same region. This is likely to result in an overestimation of yield for New Zealand’s small-scale forests. Small-scale forest owners are unlikely to afford regular area and yield assessment, which becomes the main hurdle for obtaining detailed forest description for those small-scale plantations.

Geospatial data including both vector and raster layers in New Zealand are increasingly becoming accessible for public use. In addition, a number of regional councils have acquired low to medium density LiDAR and high resolution aerial photographs, which could potentially be used to enhance current forest description for small-scale forests. This research intends to evaluate the possibility of deriving more detailed forest description of small-scale forests utilising free or low-cost remote sensing datasets (LiDAR, aerial photo and RapidEye satellite imagery), to accurately delineate net stocked area and predict yield production for small-scale forest owners without incurring substantial costs for the owners.

Materials and Methods

The study area is the Wairarapa area within the Wellington Region, which is located in the south-east of the North Island of New Zealand (Figure 1). The region was targeted for this research as half of the plantations in the region are owned by small-scale forest owners. The Wellington Regional Council acquired wall-to-wall discrete airborne LiDAR and high-resolution (0.3 m) aerial photos. Low-cost RapidEye scenes are also used in the study to provide an extra image source. Due to the extensive coverage of the study area, the study area is divided into equal sized (3.6 x 2.4 km) grids (n=???) and a stratified sampling approach was applied to select samples for plantation mapping. The forest plantation defined under the Land Use Carbon Analysis System (LUCAS) was superimposed on sampling grids so that each grid can be classified into one of the plantation cover classes: <10 ha, 10-100 ha and > 100 ha. Twenty samples were then randomly selected within each forest class, which resulted in 60 grids selected in total for conducting area assessment. Additionally, three randomly selected grids from each forest class (i.e. 9 grids in total) were used as the training datasets for developing forest mapping workflow. These are independent from the 60 sample datasets (See Figure 1).

RapidEye-derived reflectance, textural information and vegetation indices and LiDAR extracted surfaces (Canopy Height Model, Digital Elevation Model, intensity, slope, elevation standard deviation) were used as
inputs to segment and classify forest plantation areas in the 60 sample grids, using an Object-Based Image Analysis (OBIA) decision tree classification approach. Digitised plantations with aerial photos were used as the "ground truthing” data to determine the classification and mapping accuracy of individual sensors and combined sensors.

In New Zealand, forest owners who enter the Emissions Trading Scheme (ETS) are required to provide inventory data for plots preselected by the Ministry of Primary Industries (MPI) for carbon reporting purpose. This inventory data may be the only plot data available for small-scale forests. Therefore, the carbon plots were selected as the plot data for use in this study. The authors re-measured 124 plots covering a wide range of forest age classes and management regimes. The measurement involved diameter and height for all trees in the plot, and we relocated the plot centre with a Trimble GeoXH in order to minimise the location offset. Forest volume is modelled based on the correlation developed between LiDAR/RapidEye metrics and the ground data using both parametric and non-parametric approaches. This study also evaluates the effect of using a consumer grade GPS and high grade GPS on the accuracy of forest height and volume estimation.

![Figure 1: Study area.](image)

**Results**

Both LiDAR and RapidEye derived surfaces have proved useful in delineating net stocked plantation areas, combining surfaces from both LiDAR and RapidEye have improved the classification accuracy further, mainly because the canopy height information more accurately differentiated between plantation forests and other land cover types.
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**Highlights:** This paper compares a photogrammetry method (photo-panoramas) and Terrestrial Laser Scanning (TLS) for measuring stem count, diameter at breast height (DBH), and basal area. These parameters were underestimated by both methods. TLS achieved higher accuracies (47\% stem detection) than photo panoramas (23\%) at higher basal area (30 m\textsuperscript{2}/ha).
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**Introduction**

Measuring vegetation structural attributes is important for forestry, carbon monitoring, biodiversity conservation, fuel load management and ecosystem function [1-4]. Traditionally these metrics are collected using manual field measurements. In recent years however, Lidar (light detection and ranging) measurements collected by Terrestrial Laser Scanning (TLS) have been used successfully to characterize vegetation structure metrics [5-9].

Here we explore whether a low cost photogrammetry method (known as photo-panoramas), can measure stand structure metrics to the same level of accuracy as a high cost survey grade TLS (Riegl VZ400). The structural metrics measured are stem count, basal area and diameter at breast height (DBH). Direct manual measurements were collected at two Eucalypt woodland sites, near Brisbane, Queensland, Australia, and compared to structural metrics derived from TLS and the photo-panoramas method. The photo-panorama method is attractive from a cost perspective and results from our analysis provide guidance as to whether the method is applicable in Eucalypt woodland sites.

**Method**

**Study Site and Data**

Two Eucalypt woodland sites, near Brisbane, Queensland, Australia were measured during a field campaign carried out by the Terrestrial Laser Scanning International Interest Group (TLSIG) in July-August 2013 (http://tlsig.bu.edu). Two plots were chosen with co-incident field data, TLS and photo-panorama analysis results (Kara001 Centre and Gold0101North).

Stem location (bearing and distance to plot centre) and DBH (at 1.3m) was manually measured within a 25m radius of the plot centre. A basal area wedge with factor 1.0 was used to calculate field basal area.

TLS data was acquired at each of the two sites using a Riegl VZ-400 instrument with a beam spacing of 0.06degrees and pulse repetition frequency of 300 Khz. The Riegl VZ-400 instrument is a time-of-flight sensor, and uses a laser operating at 1550nm (near infra-red). It has on board waveform processing, which automatically detects up to four returns. A single horizontal scan was collected (30\textdegree – 130\textdegree zenith) at each plot.

The photo-panorama method involves taking photos to form a 360 degree panorama at three evenly spaced locations, 1.45m from the plot centre. The method has been developed as part of the Terrestrial Ecosystem Research Network (TERN) Ausplots Rangelands survey protocol [10]. A Canon D50 camera attached to a Gigapan © rotating stage atop a camera tripod, was used to take 21 photos to form each of the panorama images.

**Data Analysis**

A Digital Terrain Model (DTM) was produced from the TLS data to allow extraction of points at 1.3m (breast height) in the point cloud. Ground returns were classified by creating a minimum z surface at 0.5m resolution using all returns, and then passing this through an iterative morphological grey opening filter. The morphological structure element was progressively increased from an initial window of 0.5 to 10m. Adjacent pixels with a slope greater than 45degrees were masked from analysis. Original minimum points within 0.5m of
the resulting surface were classified as ground points and natural neighbour interpolation was used to interpolate areas of no data [11-12].

Point data was extracted at 1.3m above the DTM. To remove non-trunk hits only first and last returns with relative reflectance greater than -10dB were used. A 5cm buffer around each point was dissolved to produce point clusters. Clusters were considered if they contained more than 10 points. Circles were fitted to each cluster [13] and considered to be stems if the difference between the minimum x and minimum y value for the point cluster, and the expected closest point to the plot centre on the fitted circle was less than a specified threshold (i.e. this takes advantage of the geometry of single scans where all points are on the side of the circle towards the scanner), and if the radius of the fitted circle was within a specified percentage of the distance for all points in the cluster to the fitted circle centre. All fitted circles meeting these assumptions were presumed to be stems for further analysis.

The photo-panorama method identifies the positions of corresponding features in the three panorama photos taken around the plot centre. This enables reconstruction of camera positions and 3D feature location

Results and Discussion
Results of the analysis for each site are shown in Table 1. TLS achieved a stem classification accuracy of ~73% and ~47% at the Kara001 Centre and Gold0101 North plots respectively, while the photo-panorama method achieved accuracies of ~60% and ~23% at the same sites. Basal area was underestimated by both TLS and phot-panoramas at both sites, but the estimate from TLS was much closer to the field measured values within 4.4 m² and 5.4m², as opposed to differences of 9.5 m² and 19 m² for photo-panoramas at Kara001 Centre and Gold0101 North. Mean DBH for the plot was estimated within ± 1cm at Kara001 Centre and within ± 2 cm at Gold0101 North for both TLS and photo-panoramas.

<table>
<thead>
<tr>
<th></th>
<th>Stem Count</th>
<th>Basal Area (m²/ha)</th>
<th>Mean DBH (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Kara001 Centre</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Field Riegl VZ400</td>
<td>128</td>
<td>21.00</td>
<td>0.15</td>
</tr>
<tr>
<td>Field Photo Panoramas</td>
<td>78</td>
<td>11.50</td>
<td>0.14</td>
</tr>
<tr>
<td><strong>Gold0101 North</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Field Riegl VZ400</td>
<td>194</td>
<td>30.00</td>
<td>0.18</td>
</tr>
<tr>
<td>Field Photo Panoramas</td>
<td>44</td>
<td>11.03</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Stem detection accuracy for both the TLS and photo-panoramas determines the accuracy of the structure metrics in relation to field data. The smaller number of stems compared to field measured, by both these methods is influenced by occlusion, with stems behind those identified not able to be viewed. TLS performed consistently across the sites, however results from the photo-panorama method were considerably different to field stem counts at the higher basal area site Gold0101 North. This suggests that the photo-panorama method to calculate basal area may not be applicable at sites of high basal area, or may need further refinement to work in these areas. In addition improved accuracies from TLS have been shown possible when using multiple co-registered scans as opposed to a single scan [15-16]. However using multiple scans increases the scanning field time due to placement of reflector targets, and scanner setup overheads. The accuracy of using single scans for stem detection has also been shown to improve when an occlusion factor is applied [17].

Further Analysis and Conclusion
Vegetation structure metrics such as stem count, DBH and basal area can be measured using TLS and photogrammetry techniques. Our analysis suggests that photo-panoramas may not be suited to use in plots with high basal area. Further analysis across sites with a range of basal areas will enable determination of appropriate basal areas for which this method can be used. In addition the method to account for occlusion in the photo-
panorama results is still in development, and the use of an occlusion factor with the TLS measurements will be investigated. It is expected that use of an occlusion factor will improve accuracy results for both photo-panoramas and TLS structure metrics.

The cost-advantage of using the photo-panorama method over the Rieg VZ400 TLS will only be of benefit if the method can be proven to work across a range of vegetation communities. The results of our analysis suggest that the photo-panorama method may not be applicable in Eucalypt woodlands of high basal area. In these environments field methods (such as the basal area wedge) may be quicker and more reliable. However TLS offers the advantage of detailed 3D reconstruction from which a variety of additional structural metrics can be extracted. These can be used in comparison of structure for different vegetation communities, and as inputs for calibration and validation of remote sensing products derived from airborne and satellite data.
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Highlights: We compared the performance of individual tree delineation, as well as species identification (softwood vs. hardwood) based on 3D data alone, obtained from canopy height models derived respectively from photogrammetric and lidar point clouds. The two sets of results were found to be similar, but were influenced by viewing geometry.

Key words: Photogrammetry, image matching, lidar, delineation, species.

Introduction

Photogrammetric point clouds (PPC) are becoming denser and more accurate as airborne acquisition technology and image matching methods evolve. Large forward overlap (e.g. 80%) allows for multiray matching and reduces the visual difference between consecutive images. New, more sophisticated image matching techniques reduce errors in the image correspondence solution. What is more, PPCs not only store the XYZ coordinates but also the multispectral information extracted from the image. These recent progresses are particularly significant for forest mapping because the matching of forested scenes is among the most difficult image correspondence problem. It is therefore a domain where the biggest improvements can be expected.

Introduced in 2001 [1], the combination of photogrammetric digital surface models and lidar digital terrain models (DTM) for creating hybrid canopy height models (CHMs) is becoming more common [2]. In this approach, the PPCs are normalized using lidar DTMs to produce X,Y,Height point clouds which are used as is, or in interpolated raster form. Some authors have used such hybrid data in classical area-based approach (ABA) with success to characterize forest structure in Norway [3] or Canada [4]. Applying individual tree crown delineation (ITC) on photogrammetric CHMs is just starting (e.g. [5], [6]) and little is known about the potential of this approach. Individualized crowns would allow using the multispectral information of the PPCs (in addition to the 3D data) to identify species and health state on a single tree basis.

The objective of the present study is to assess the potential of applying ITC methods to PPC by comparing the results derived from ALS and PPC. We first compared the overall 3D statistics of both datasets, and then confronted the respective lidar-based, and photogrammetric-lidar ITC results in terms of delineation performance, and utility for distinguishing softwood and hardwood trees based on 3D data alone.

Methods

Study region and data

The study area is the Montmorency Forest, a mixed boreal research forest located 80 km north of Quebec City, Canada (41°12'N, 71°11'W). Softwood trees (mainly Abies balsamea) dominate the landscape, but hardwood trees are also present (e.g. Betula papyrifera). Most trees do not exceed 20 m in height. The topography is rather hilly, with locally strong slopes. The airborne lidar data was acquired using an Optech ALTM3100 discrete return sensor in August 2011 with an incident pulse density of 7.13/m². The airborne images were captured in June of 2012 using an UltraCAM XP camera from Microsoft (formerly Vexcel), with a forward overlap of approximately 80%. The resulting ground pixel size was 10 cm. Very few changes occurred between the two acquisition years and test sites were chosen only in areas without changes.

Preprocessing

Various image matching software were evaluated in preliminary tests. We chose Pix4DMapper (Pix4D SA, Switzerland) for the high quality of the resulting PPC (high 3D definition, very few artefacts). The absolute orientation of the images was calculated from ground control points extracted from the lidar data. Once oriented, the images were matched twice using two strategies, one with at least two intersecting rays, and the other by forcing the use of a minimum of three rays. The resulting point clouds, as well as the lidar first returns were then converted to rasters by keeping the highest return in each 25 cm pixel. Pixels without any point were left null. These uninterpolated digital surface models were converted to CHMs by subtracting the lidar DTM. The resulting uninterpolated CHMs were kept for analysis, but an interpolated version of the PPC-based and lidar
CHMs were created using inverse distance weighting in which the non-null pixels used in the interpolation were selected based on a natural neighbour schemes.

**Analysis**

Our first goal was to assess the relationship between the ALS and PPC datasets in terms of correlation, completeness, and accuracy prior to tree delineation. The correlation and RMSE between the two uninterpolated CHMs was calculated for every pixel that was non-null in both CHMs. The height differences between these two CHMs were also computed. This analysis was done over 5 different sites, having different forest structures and areas varying from 12 to 54 ha. The two versions of the image matching (minimum of 2 and 3 intersecting rays respectively) were used in these comparisons.

ITC was performed on the interpolated CHMs, both on the lidar and PPC (created using a minimum of 2 rays). We used for this an in house algorithm that relies on height-adaptive gaussian filtering, local maxima detection, edge detection, and region growing around the local maxima, controlled by stopping conditions based on edges, tree size and shape. The quality of the ITC on the lidar was checked by visual interpretation. The lidar-ITC is used “as is” in this study solely for the purpose of evaluating the quality of the PPC-based results. The latter was judged through visual comparisons to gain an understanding of the qualitative differences between the two versions of the delineated crowns, and quantitatively by comparing the individual tree counts and frequencies per height bin of 2 m. The average slope of the profile of each delineated crown was calculated respectively from the lidar and PPC-based CHMs. The slope value was used to identify species class (softwood vs. hardwood) using an empirically derived threshold. For ground truth, sample crowns were identified as softwood or hardwood by photo-interpretation, resulting in 1256 and 1560 interpreted crowns respectively for PPC and lidar segmentation, half of sample trees were used for identifying the optimal threshold, and half for assessing the performance of species class identification.

**Results**

An example of the resulting PPC is presented in figure 1 a, and the lidar and PPC-based CHMs appear respectively in figure 1 b and c. The first results (not presented here) indicated that forcing a minimum of three intersecting rays during matching left many small patches without any points, so only results based on a minimum of two rays are presented. We see from figure 1 b & c that the lidar and PPC-based CHMs are very similar.

![Figure 1](image)

*Figure 1: Canopy height models (CHMSs) and crowns delineation results for one site of the study region: a) oblique view of a sample PPC, b) lidar CHM, c) PPC-based CHM, d) orthoimage corresponding to the CHMs, e) lidar crowns over the lidar CHM, f) PPC-based crowns over the lidar CHM. The red and yellow arrows designate the same two trees across panels for comparison purposes.*

In comparing the uninterpolated CHMs on a pixel-wise basis, the following results were obtained over the 5 sites: a $R^2$ of 0.55-0.68, and RMSE of 2.68-2.06 m between the pixel heights of the respective CHMs, and height differences ranging from -30.23 to 35.98, with a mean of 1.52-3.32 m and a median of 0.11-2.28 m. Table 1 shows the pixel counts and frequencies per height class respectively for the uninterpolated lidar- and PPC-based CHMs. We see that the absolute pixel counts differ mostly for the shortest and highest classes (<4 m and >20m), but that in terms of proportion of pixels, a large difference is seen only for the shortest class.
Respective tree delineations results are very similar (figure 1, c&f). Some small trees that were distinguished in the lidar-based delineation were merged in the PPC-based results. A smaller number of trees were found in the PPC-based CHMs (Table 1). The difference in percentage per height class doesn’t exceed 2.70%.

A confusion matrix between softwood and hardwood trees (not presented here) yielded an overall classification accuracy of 67.78%, with a kappa coefficient of 0.30 using lidar, and of 73.85%, with a kappa coefficient of 0.44, using the PPC-based CHMs.

**Discussion and conclusion**

Due to progress in image matching techniques, hybrid CHMs in which the surface was generated using PPCs are now very similar to lidar CHMs. Differences appear mostly in the areas of the stereo-models that are viewed more obliquely where smaller trees surrounded by taller ones, and the far side of taller elongated crowns, are missed. This results in number of photogrammetric points being generated at low heights between trees much lower than in the lidar case. This may explains the large difference in pixel-wise counts between PPCs and lidar. It however does not in general preclude applying ITC to PPC-based CHMs. We could demonstrate that although the resulting absolute tree counts somewhat differed, the percentage of tree crowns per height category was very similar. Furthermore, species class (softwood vs hardwood) could be well identified on an individual crown basis using only the 3D data. We hypothesize that further refinements in species identification will be possible by also using the multispectral information contained in the PPCs. This opens the way for individual tree forest inventory in which structural and species information is extracted based on photogrammetric-lidar CHMs.
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Highlights: CARTOMOB is a new integrative GIS tool created for forest-based practitioners and which takes as input LiDAR-based forest information and other relevant information sources. This information is then enhanced into maps customized for the user and indicators relevant for forest managers and logging companies.
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Introduction

Recent evolution of remote sensing technologies such as LiDAR and development of new geomatic tools open up new scope of applications in the field of forest management and logging.

The main advantages brought by such technologies and computational model are precise topographical information, qualification of the resource, continuous forest mapping and forest road networks detection. Nevertheless such information is not easily exploited to its full potential. In the FORESEE research project, a GIS based solution called CARTOMOB has been developed. It integrates such input, handles its processing in an analytical tool and delivers results in a decision support system.

Methods

Information provided by LiDAR is combined with other geographic layers. This integrative tool matches LiDAR information with public databases or information layers regarding species distribution or cadastre... Hence, a technical and economic study of the forest resource is carried out. The objectives are to characterize and spatialize wood availability, as well as to analyse the physical and economical feasibility of its logging.

To achieve this, three modules based on mathematical models are run alternately to estimate i) volumes available by product type (silvicultural regimes), ii) technical accessibility and iii) economic aspects such as financial balance of the operation. The silvicultural module is based on wood rate scaling available in the area. This analyse can be drilled down to as many species as desired, but in this first version of the software only four main species were detailed. Regarding technical accessibility, the SYLV’ACCESS software developed by IRSTEA has been directly encapsulated in CARTOMOB. This module enables the creation of "smart buffer" to identify the area accessible by a skidder and the distance the machine will have to travel.

At the end of the process, it is possible to easily visualize and estimate available wood volume, inaccessible plots, and economical interest for owners, contractors and public body. This service can answer many needs voiced-out by forest managers, logging contractors, timber industries, forest owners and natural conservators. CARTOMOB can be used in many practices by professional or institutions.

- For professional companies: commercial exploration (location of the volume by species and type of wood: sawn timber or pulp wood…), support decision for logging operation (cost, aggregation of site operation…) and detection of under-exploited areas (inactive owners).

- For institutions: support decision when preparing the creation of new forest roads (Area with high unreachable volume or high cost of mobilization…), sub-plot analysis of the resource, inventory and statistics for an area selected or a type of proprieties (see Table 1)…
Table: Type of results available for forest management purpose.

<table>
<thead>
<tr>
<th>Area and nature of the plot</th>
<th>Volume Sawn Timber</th>
<th>Volume Pulpwood</th>
<th>Global Volume Available</th>
<th>Volume unreachable wood</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;= 4 ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private owner</td>
<td>68 076</td>
<td>46 243</td>
<td>114 305</td>
<td>23 982</td>
</tr>
<tr>
<td>Public owner</td>
<td>65 727</td>
<td>43 023</td>
<td>108 730</td>
<td>20 712</td>
</tr>
<tr>
<td>&gt;= 20 ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private owner</td>
<td>21 491</td>
<td>58 960</td>
<td>80 450</td>
<td>14 127</td>
</tr>
<tr>
<td>Public owner</td>
<td>769 341</td>
<td>575 627</td>
<td>1 344 914</td>
<td>156 598</td>
</tr>
<tr>
<td>4 &lt; s &lt; 20 ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private owner</td>
<td>26 882</td>
<td>27 093</td>
<td>53 972</td>
<td>23 737</td>
</tr>
<tr>
<td>Public owner</td>
<td>811 822</td>
<td>500 230</td>
<td>1 312 069</td>
<td>190 019</td>
</tr>
<tr>
<td>Total</td>
<td>1 763 339</td>
<td>1 251 175</td>
<td>3 014 440</td>
<td>429 175</td>
</tr>
</tbody>
</table>

All volume are in cubic meters

Implementation

CARTOMOB has been tested in over 900 square kilometres of forests in the northeast of France on the Vosges area. Feedback was collected from private and public forest managers. According to them, analyses enabled by the tool clearly show its relevance. CARTOMOB is very evolutional and simple, on purpose, with a calculation time of 45 minutes for all this area. The maps provided by the tool were simple to use in the field and the information layers were easily integrated in practitioners’ own GIS software. (See figure 1 for an example of output map).

Figure 1: Output map on volume available in a sub-area of the north-east test site

This tool has been developed in the ARCGIS environment. Based on a python script, the structure of the tools has been conceived in a way to allows implementation and evolution on each part of the three modules. The major advantage of this tool is still its ability to integrate. In the near future more information will be integrated such as hydrographic network or fertility. Hence, all developments in connection with the LiDAR mapping and forest mapping can be provided to forest-based practitioners who are not in the habit of handling such data.
Analysis of the motion induced by tree growth from T-LiDAR measurements: a case study for Beech poles (Fagus sylvatica L.)
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Highlights: We proposed a method to determine local curvature along the trunk. A sample of 42 beech poles whose the half are thinned in 2007-08 and were scanned during winter 2007-08 and 2013-14 by using T-LiDAR measurements. To obtain the motion induced by tree growth, we compare curvature profile between 2007 and 2013.
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Introduction

The shape of a tree is the result of its acclimation to different environmental factors all along its life. The main external drivers are the light availability which is crucial for fulfilling the photosynthetic needs, conditioning the tree development, and more particularly the primary growth of apical meristems. In addition to this architectural development, the secondary growth induces passive effects through the increase of the tree biomass and its unbalanced distribution in interaction with gravity.

Against gravity effects, trees can react by controlling actively their posture by modifying the nature and the amount of wood produced by the cambium inducing reaction wood and ring width anisotropy respectively. These different mechanisms may result in change of curvature of the neutral line of the woody axes contributing to an uprighting or a sagging movement of the stem [1-2].

However, curvature data are really difficult to measure precisely in field work, time-consuming and poorly informative by traditional ways. At tree scale, terrestrial LiDAR (T-LiDAR) allow to gain these informations rapidly and precisely.

This paper is part of a study on tree biomechanics which aim is the assessing local curvature along the trunk. Curvature profile are collected for 42 beech poles which growth during 60 years under canopy. Trees are thinned for winter 2007-2008. To study shape trees we realised T-LiDAR scanning during winter 2007-2008 and 2013-2014.

Analysis

First, trees were isolated by Faro Scene program. 3D points clouds are analysed by a cooperative program call Computree (http://computree.onf.fr/?lang=fr). By creating a “tree-steps”, cylinders are adjusted along the trunk (thickness = 10 cm). Then, one circle per cylinder were fitted. Thanks to a manual step, we selected circles which corresponding to the trunk and the dominant axis.

We used a specific plugin developed by the Lerfob’s laboratory to calculate curvature circles from 5 adjusted circles on both sides of the adjusted circle at the trunk height of interest.

The curvature assessment implied the calculation of inverse of the curvature circle radius. For each curvature circles, the corresponding height was exported with circles radius.
Results

To illustrate the kind of result obtained after T-LiDAR scanning analyses, we present an example for a control tree (no thinned) in Figure 1.

![Curvature Profile](image.png)

**Figure 1**: Example of curvature profile at 2007 and 2013 for a tree developed under canopy.

This tree are 18.50 m in 2007 and 19.60 m in 2013 tall. The method determine the curvature until 14.5 m for the last year. Because of T-LiDAR scanning quality, 2007 resolution is less precise than during the 2013 data acquisitions. Here, curvature values fluctuated between 0 and 0.14 m\(^{-1}\).

This profile shows a difference in term of curvature intensity at 4.35, 6.30 and 7.20 m. The maximum of intensity difference is at 6.30 m. A wood sample was removed for futures measurements like materiel wood properties (wood reaction distribution or wood density measurements). In this way, we can identify wood properties which are modified specifically by curvature changes.
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Highlights: Low-density national ALS surveys can reliably be employed to assess silvicultural development classes. However, shelterwood stands with shade-tolerant ingrowth showed high confusion with other mature forests, probably due to the lack of pulses reaching the understory. A rule-based approach using no field data obtained similar accuracies as the supervised classification.
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Introduction & Objectives

The main purpose of this research was to develop methods for automated detection of multi-layered development classes (DC) by airborne laser scanning (ALS) remote sensing. The methods developed in this research will be applied using the laser scanning data made publicly available by National Land Survey of Finland (NLS) and Suomen Metsäkeskus (SMK, Finnish Forest Centre) \cite{1}, consequently allowing consistent replication and potential country-wide upscaling.

Silvicultural development classes Finland

The types of silvicultural DCs which are multi-layered, and therefore the target of this research, are (codes denoting each class derive from their original names in Finnish language):

- Seed-tree stands (S0). Stands where few mature parent trees have been left after harvesting, and therefore seedlings grow along with them. It is used for natural regeneration of pine and birch, which is shade-intolerant and therefore mature seed trees (parent) have very low density.
- Shelterwood stands (05). It is used for natural regeneration of spruce, which is shade-tolerant and therefore the overstory has much higher density than in S0. Stands are usually even denser and surely more mature than 04 (see below). While containing trees at a mature overstory, which serves as shelter, it will also have a spruce-dominated understory of seedlings, and possibly saplings as well.
- Seedling stands with shelter trees (Y1). It is a multi-layered deciduous forest in which the understory has been established. While containing trees at a young overstory, which serves as shelter, it has and understory of saplings, possibly containing seedlings as well. Y1 differs from 05 that in the degree of maturity of the shelter layer, and also that Y1 regenerates deciduous and 05 does with spruce.

These are to be discriminated from those silvicultural DCs which are considered even-sized forest structures:

- Young thinning stands (02)
- Advanced thinning stands (03)
- Mature stands (04)

And, of course, they also have to be discriminated from non-forest areas and forest development classes which belong to the stand re-initiation phase at the start of a rotation in a silvicultural management system based on clear-cut and planting:

- Seedling stands (T1)
- Sapling stands (T2)

Materials and Methods

Study area and remote sensing data

The research was conducted in a pilot study area in the region of North Karelia, surrounding Joensuu and extending to Outokumpu in the west and Pyhäsälki to the south. The total extent of the pilot included approximately 200,000 ha covered by forest. The ALS survey was appointed to Blom Kartta Oy (Finland). Laser data was acquired during May 2012 with an ALS60 system from Leica Geosystems (Switzerland). Flying at a height of 2300m above ground rendered an average density of 0.91 points per squared-meter. Country-wide laser data is being consistently acquired using broadly similar parameters \cite{2}.
**Design of the field campaign**

Field data acquisition for multi-layered development classes was adapted from the ordinary practice followed by SMK, which modifies plot size according to tree development (Figure 1). For Even-sized development classes, namely 02, 03 and 04, the field data was acquired over circular plots (sub-plot D1, Fig. 1). Plot size was reduced by sampling stands, T2 (sub-plot D2, Fig. 1). For seedlings stands, T1, species counts were carried out for four distributed positions (sub-plot D3).

![Figure 1: Field plot acquisition design for multi-layered forest. Three sub-plots were measured using a same plot centre: D1 (left), D2 (middle) and D3 (right)](image)

The adaptation to multi-layered development classes, namely Y1, 05 and S0, consisted principally on the possibility for measuring all these three plot types from a same plot centre (sub-plot D1, D2 and D3, Fig. 1). Plot centres were located by stratified random sampling, so that their positions were determined randomly within stands which belonged to the target DCs in the previous management plan. While stacking them out by high-grade GNSS, the diameters at breast height for each tree and its distance to plot centre were simultaneously measured. This way, the operator can determine on-the-go whether a tree belongs to its corresponding sub-plot. Following Valbuena et al. [3], all subplots were merged afterwards into one by direct repetition of the data acquired in the inner subplots.

**Supervised classification**

We conducted a supervised classification of all the possible DC (see above), using the ALS metrics as predictors. This approach was carried out as an alternative to using direct rules without any field data for training [4]. It was therefore possible to observe the increase in accuracy obtained when using a supervised classification, against the unsupervised approach by direct mathematical rules. After considering many alternatives for classifying the dataset (support vector machine, naïve Bayesian classifier, minimum volume ellipsoid estimator), a quadratic discriminant analysis (QDA) model based on maximum likelihood estimation was selected, since it provided highest accuracy.

**Results and Discussion**

As the supervised classification was calibrated with the field training plots, its accuracy was expected to improve the results obtained by a classification using direct mathematical rules [4], which we refer to as rule-based approach. The predictors were selected based on these previous findings obtained in a multivariate exploratory analysis. The field data protocol hereby presented was therefore employed in the selection of the variables, on a previous stage to the supervised classification. It allowed to calculate the Gini coefficient (GC) of tree size inequality [5], as well as the basal area larger than mean (BALM) [6]. The relations of these forest structure indicators with the target DCs [7] were first studied, and then the relations of these indicators with the ALS metrics [3]. It was then found that L-moments and canopy cover metrics have most explanatory power towards the targeted DCs, specially with regards to identifying multi-layered forests [4]. Consequently, we employed as predictors the first, second and third L-moments, and the proportion of ALS returns above their mean height.

Taking into account all the silvicultural DCs separately, the classification reached an overall accuracy of 66.9%, obtaining a coefficient of agreement $\kappa = 0.60$ (Table 1). However, there was no improvement with regards to multi-layered development classes, which were the forest areas actually targeted by this study. The supervised method obtained a 62.8% of correctly classified multi-layered-development classes (S0, Y1, 05), whereas the rule-based method [3] reached 63.8%. Plots located at even-sized development classes were classified with a higher accuracy of 61.7%, whereas 75.4% of seedling and sapling stands were correctly identified.
Table 1: Contingency table of classification obtained by quadratic discriminant analysis including all the silvicultural development classes (codes are explained in the introduction).

<table>
<thead>
<tr>
<th>Predicted</th>
<th>T1</th>
<th>T2</th>
<th>02</th>
<th>03</th>
<th>04</th>
<th>05</th>
<th>Y1</th>
<th>S0</th>
<th>totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>35</td>
<td>52</td>
<td>2</td>
<td>7</td>
<td>12</td>
<td>7</td>
<td>11</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>T2</td>
<td>1</td>
<td>152</td>
<td>4</td>
<td>82</td>
<td>83</td>
<td>43</td>
<td>19</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>02</td>
<td>7</td>
<td>25</td>
<td>1</td>
<td>17</td>
<td>17</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>03</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>04</td>
<td>7</td>
<td>43</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>11</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>05</td>
<td>11</td>
<td>19</td>
<td>16</td>
<td>20</td>
<td>2</td>
<td>12</td>
<td>11</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Y1</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>S0</td>
<td>1</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td>5.3%</td>
<td>31.2%</td>
<td>17.1%</td>
<td>20.8%</td>
<td>11.8%</td>
<td>4.6%</td>
<td>2.1%</td>
<td>7.2%</td>
<td></td>
</tr>
</tbody>
</table>

To allow direct comparison of the supervised method against the rule-based method, classes in Table 1 were also be aggregated into two groups: even-sized (T1, T2, 02, 03, 04) and multi-layered (S0, Y1, 05). This aggregation showed an overall accuracy of 87.7% with a $\kappa = 0.57$ in discriminating multi-layered DCs from even-sized area. This result is very similar to that obtained by applying a simple rule based on the L-coefficient of variation [3], which by itself reached an overall accuracy of 87.0% and $\kappa = 0.53$ without the support of field data.

The maps obtained from maximum likelihood classification of all development classes showed good results that would, however, require segmentation procedures for their analysis at stand level. Mature dense forests showing large tree size inequality were well detected. The presence of highest values of tree size inequality in the presence of seed and retention trees, as well as stand edges, was easily observed in the resulting maps.

Although the supervised approach requires the use of field data, it had the advantage of yielding a classification calibrated to the pilot area and the actual target DCs used in silvicultural practice in Finland. The method is can therefore be replicated elsewhere by tailoring the definition of DCs to other silvicultural system, and training with local field plots. The field protocol provided can be employed for increasing the understanding on the relations between the ALS metrics and the characteristics of the diameter distributions that can be used to discriminate DCs [3]. However, once these relations are clear, field effort can be considerably reduced by simply visually classifying forest plots within either DC, using expert knowledge in the field.

The conclusions reached in this research were:

- The low density ALS survey available in the NLS data was demonstrably sufficient for discriminating multi-layered development classes from even-sized ones.
- Seed tree stands and, in general, forest areas where light availability is not a limitation, may be detected directly by simple rules [4], without the need of field data.
- Multilayered shelterwood mature stands, on the other hand, benefited from employing a discriminant analysis based on maximum likelihood classification, as the low-density nature of the NLS dataset may hamper the discrimination between 04 and 05.
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Highlights: Evaluation of the potential for a new kind of LiDAR sensor to retrieve topography and forest parameters. This study was conducted in different forest types: mountainous forest, tropical rainforest, and mixed temperate forest. The results were compared to traditional airborne survey, terrestrial laser scanning, and ground control points.
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Introduction
Interest in the use of Unmanned Aerial Vehicles (UAVs) has seen an unprecedented rise over the past year. Within the forest mapping industry, this is in part by the first entries to the market of purpose-built, full LiDAR systems, which provide new monitoring opportunities. The ease of use, and low cost of purchase and deployment, mean that UAVs have quickly become an attractive solution [2]. This combination of technologies provides very high point density LiDAR data which is collected at lower costs. Although UAVs are limited to a small-scale approach compared to traditional airborne surveys, this provides the opportunity for further cost reductions in data collection as key areas of interest can be targeted with rapid deployment. This solution therefore opens up LiDAR monitoring to small forest projects due to the improved economic feasibility. However, as the technology is so cutting edge, there is a requirement to fully test its capabilities. This work focuses on one of the recently released UAV-LiDAR instruments, YellowScan. The aim is to understand if and how UAV based Lidar is suitable for forest mapping. To do so, the amount of echoes that actually reached the ground is assessed for different type of forest, as well as the accuracy of the resulting digital terrain model. After computing a Canopy Height Model (CHM), some wildly used forest metrics such as tree height and basal area are retrieved and their accuracy assessed relatively to traditional airborne lidar, terrestrial laser scanning and ground truth.

Study Sites
This project tested the YellowScan system, discussed in the next section, on a number of different forest types:

1. Saint Jean-de-Couz, France. This forest area is located in the French Alps, and is predominantly composed of spruce and common beech tree species. This location has a range of different sized and shaped trees, with varying tree density. The location is under management by the Office National des Forêts (ONF).

2. Paracou Research Station, French Guiana. This tropical rainforest is highly diverse (typically more than 200 tree species per ha) and has a dense canopy and a mean canopy height of 30m. The relief of the area is mild. The research station is part of the labex CEBA and is managed by CIRAD.

3. Barnaby Slough, Washington State, USA. This location is a temperate mixed-species forest, with data collected during the leaf off season. The terrain at this location is relatively flat. The Skagit River System Cooperative manage the forest, and the study site is part of a floodplain restoration program.

Materials

YellowScan® LiDAR system

YellowScan [3] is an all-integrated ultra-light laser scanner system intended for UAVs and other ultra-light aircrafts, created by L’Avion Jaune company. With a weight of 2.2 kg, and compact dimensions (20 x 17 x 15 cm). It incorporates a laser scanner operating at 905nm, an inertial measurement unit of 0.25° accuracy, a bi-frequency GNSS receiver, an on-board computer and a battery for 3 hours operation. The system has a low power consumption (12 Watt), and operates at 40kHz. YellowScan can operate up to 100 m above ground level with a resolution of 10 cm. It has a typical scan angle of 100° and can record up to 3 echoes per pulse, allowing topographic information under vegetation cover to be extracted.

Airborne/UAV Surveys and Reference Datasets
During the early stage of development of the YellowScan system, surveys were carried out using manned aircrafts. For Saint Jean-de-Couz, the survey was conducted using an autogyro flown at 80 km/h at 75m AGL, which provided a density comprised between 5 pts/m² and 10 pts/m². The reference dataset at this location was collected using Terrestrial Laser Scanning, FARO Focus3D, which were collected at 5 plots. Auxiliary ground truth data, in the form of tree position, tree height, and Diameter-at-Breast-Height (DBH) for 1064 trees, was also provided.

At Paracou, the LiDAR system was attached to a manned helicopter flown at 40 km/h and 50m AGL, which resulted in a point density comprised between 10 pts/m² and 20 pts/m². A traditional airborne LiDAR survey was also conducted for this site, Riegl LMSQ560, which were used to provide an additional raw point cloud, which was subsequently classified and a Digital Terrain Model (DTM) generated. Ground control points were also collected, as an auxiliary source of ground truth data.

For the Barnaby Slough survey, the system was fully developed and functional, therefore it was mounted on an octocopter from Drone-Motion, flown at 20 km/h and 50 m AGL providing a density comprised between 30 pts/m² and 50 pts/m². The ground truth data for this location was in the form of 15 ground control points, collected using a Differential GPS system.

Methods

Laser penetration through the canopy

The ability of the YellowScan system to penetrate through the forest canopy was assessed at all three locations. This was achieved by classifying the raw point cloud using Lastools software into ground and non-ground echoes. A ratio between the number of ground echoes and number of emitted pulses is then retrieved.

Digital Terrain Model (DTM)

Once the ground layer was extracted from the classified point cloud, a Digital Terrain Model was generated. Due to a poor absolute accuracy in the ground control points for the Saint Jean-de-Couz and Paracou locations, only the accuracy of the DTM for the Barnaby Slough site was assessed. Indeed, the original goal of this survey was to provide an accurate topographic model for the local hydrological restoration project. The vertical accuracy of the LiDAR-DTM was assessed by making a comparison to corresponding ground control points.

Canopy Height Model (CHM) and metrics extraction

Once the DTM was extracted, the maximum height of the trees above the ground layer was computed and the CHM was generated. A segmentation algorithm was then applied to identify individual trees and retrieve their maximum height.

Individual tree heights have been manually compared to ground truth over the Saint Jean-de-Couz site, to overcome absolute positioning issue. Terrestrial laser scanning dataset was used in a similar way to assess the quality to tree height retrieval from YellowScan data.

Over Paracou site, a similar process has been applied to the Riegl data set and the results have been compared to YellowScan data.

Extraction of diameter at breast height (DBH) and basal area (BA) a have been tried, based on site-specific allometry. Results have been compared to ground truth over the Saint Jean-de-Couz site.

Figure 1: Canopy Height Model from the Paracou site. Upper image is top view, lowere image is right side view. The grey scale is from an Ambient Occlusion shader computed on the points cloud.

Results

Laser penetration through the canopy

For the Paracou location, ground points represent only 0.25% of the YellowScan hits compared to Riegl 5%. It implies one point every 2.1 meters.

Canopy penetration at the Barnaby Slough location is 24% representing approximately 9.6 ground points per square meter.

Canopy penetration at the Barnaby Slough location is 35% representing approximately 1 ground point per square meter.
The Paracou location returned the lowest amount of ground points. This is because of the almost complete canopy coverage, and highly complex forest.

**Digital Terrain Model (DTM)**

The achieved accuracy for the Paracou location had a total RMSE of 0.1m, a bias of 0.01m, and a standard deviation of 6.9m, in the vertical direction, compared to the DTM extracted from the airborne LiDAR campaign.

A comparison between the ground control points and the YellowScan LiDAR derived DTM showed that the accuracy for Barnaby Slough was 5.18cm ± 6.7cm.

**Canopy Height Model (CHM) and tree metrics**

A comparison of the CHM from YellowScan LiDAR data and the TLS data shows for the highest trees an average vertical difference of 0.47 m ± 2.36 m. A comparison of the tree’s height between the YellowScan LiDAR data and the actual ground data from ONF shows that the mean elevation difference is 0.11 m ± 8.10 m.

For the DBH, ONF’s ground data shows an average of 30.17 cm ± 18.25 cm whereas the estimate DBH from YellowScan LiDAR data shows an average of 77.98 cm ±15.99 cm. The BA from ONF data is 0.09 m² ± 0.10 m² versus 0.49 m² ± 0.18 m² for YellowScan LiDAR data.

**Discussion**

This study was limited by the absolute accuracy of YellowScan data at the early stage of development, when both Paracou and Saint-Jean-de-Couz site were surveyed. As a consequence, a detailed analysis of DTM accuracy has not been performed, despite the availability of ground control points.

UAV lidar, that require compromise between weight and power to be take on-board small UAVs, uses very low power laser. As a consequence, tropical forests are very challenging sites. The high foliage density of the forest itself limits the ease of ground identification. However the ground return was very low, its amount was enough to compute a rough DTM and extract tree heights at accuracy comparable to traditional airborne systems.

For other sites, the amount of ground points was enough to compute a DTM at a resolution of 1m. This is particularly true when YellowScan was flow at low speed using a UAV. In this case, the density of ground points overcomes the density generally provided by classical airborne lidar. For the DBH and BA estimation, the results are generally over estimate compare to the ground data. These discrepancies can be attributed to; positioning inaccuracy, the number of echo per shot recorded, forest density, and the data processing workflow.

The next stages in a forest mapping workflow would be to extract other forest metrics from the data. After tree identification and crown segmentation, estimation of aboveground biomass and carbon would have been performed [4]. If multiple datasets over time are available, then the change in forest cover, from which changes in forest carbon, can also be measured. However, no ground truth data was available for these more advanced metrics, we have not included them in the evaluation here.

**Conclusion**

YellowScan was able to collect terrain elevation with a vertical accuracy of less that 10cm, which shows that it is possible to extract a sufficient number of ground echoes for assessing forest metrics, even in one of the densest forests in the world.

It can also be concluded that the Multi-Rotor Copter UAV is well suited for small-scale, very high point density, surveys. However a Fixed-Wing UAV would be better suited to larger scale projects, where a greater coverage and lower cost per hectare are required, at the expense of a lower point density. However, even with the fixed wing the point density is higher than in traditional airborne LiDAR surveys. It is well known that LiDAR can be processed effectively for the extraction of individual trees [1], and the higher point density offered by UAV-LiDAR this process is expected to improve this process. The extraction of typical forest metrics was applied to the data used for this assessment, demonstrating that it is indeed possible, the next steps would be for a full evaluation of UAV-LiDAR for this purpose in comparison to traditional Airborne LiDAR, with rigorous ground truthing to quantitatively describe its performance.
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Introduction

Tree volume is a key parameter of forest inventories. Its estimation usually relies on specific volume equations based-on diameter at breast height (DBH) and height which were derived from localized and costly destructive sampling. Terrestrial lidar (TLS) technology allow to acquiring very high resolution and accurate 3D data of forest scenes [1], thus providing a promising way to acquire volume information from non-destructive sampling and at a low cost.

Methods developed to estimate tree volume from TLS data are generally based-on the fitting of cylinders along the trunk and the main branches [2-4]. Such methods consider the tree as a set of perfect cylinders, which is far from being true and might leads to substantial errors. Also these methods often require a pre segmentation of the point clouds in order to process each tree individually [4].

Recently, [5] introduced a Modified Hough Transform Approach (MHTA) to locate and reconstruct individual tree within a scanned forest plot. The method use principal component analysis to simultaneously reduce noise, simplify the 3D point cloud and compute approximate normals. Taking advantages of the computed normal, an original circle Hough transform is then applied to detect tree stems. While the method provide information about both tree position and structure, it still suffers from issues related to geometric fitting, and is not adapted to complex tree structures like those found with the tropics.

Here, we tackle this issue by introducing an innovative method dedicated to reconstruct trees. The method uses MHTA to detect and segment individual trees in forest plots. Then, a continuous wrapping surface is adjusted around the data points distributed on the trunk and on the big branches.

Preliminary work

The Poisson Surface reconstruction (PSR) [6] approximates a point cloud by an implicit surface whose gradient fits the normals of the points. The method was found to perform well on dense and continuous data such as the lower part of a trunk and the biggest branches of a well scanned tree (Figure 1- a). But its performance decreases with the point density, occlusion rate and the object size (Figure 1- b). Hence, the method as such is not appropriate for real data collected in larger plots in natural forested environment.

To overcome this flaw, our idea is to combine approximation of the points when the density is high enough together with constraints on the surface shape (cylindric-like shape and low curvature) in occluded areas. We propose to implement constrained deformable models on implicit functions to fill the occlusions by automatically reconstructing missing data.

Study Design

First approximation

The starting point is the set of cylinders produced by the MHTA. This algorithm allows to extract each tree from the scene in order to process them individually, plus, it provides a segmentation of the point cloud in bounding boxes, one for each cylinders. In each bounding boxes, points are approximated by a cylindrical quadric (elliptic cylinder, ellipsoid or hyperboloid). Then, we extend the local reconstruction to the whole space
by a compactly supported radial basis functions (CSRBF) partition of unity [7]; actually, we merge those local implicit approximations using such CSRBF functions. The zero levelset of the resulting merged implicit function is extracted with a marching cube-like algorithm [8]. Hence, the trunk and big branches are modelled by a continuous surface (a zero level set), visualized as a triangular irregular network (TIN) (Figure 1 - c).

The surface produced is a good approximation in the occluded areas, but it is a coarse one close to data points and can be improved. Therefore, we use this first approximation to initialize a deformable model to push the surface towards data points while minimizing the curvature energy to guarantee the reconstruction in the occluded areas. Two paths have been explored. Both of them use the previous CSRBF model as an initialization. The first one is based on a constrained minimisation of energy on level set surfaces, inspired by the deformable model of [9]. The second one is based on the PSR where the resulting surface is constrained by our first approximation.

**Deformable model**

In this method, we define the energy of the surface as a Mumford-Shah functional. Its minimization guides our deformable model. In practice, CSRBF centers are set in the centers of the leaf of an octree structure refined along the first approximating surface and the around the data points. For each of these centers we compute a deformation vector that will lead to the velocity of deformation in the deformable model (see Figure 1 - d). The surface is then deformed iteratively.

**Modified Poisson surface reconstruction**

In the classic PSR, the surface arises from an indicator function whose gradient best approximates the vector field defined by the normals of the points. Our idea is to add the influence of our first approximation surface in the computation of the vector field. By computing the indicator function from this gradient field, we fit accurately the sample data while filling the holes in the occluded areas.

![Figure 1: a) and b) provided example of traditional PSR reconstruction for leaf-on and leaf-off tree conditions, showing evidence in reconstruction quality due to leaves and low point densities. An example of CSRBF reconstruction is shown in c) and d) shows a sample of deformation vectors along a tree trunk.](image)
Experimental and first conclusions

The method has been tested on data acquired in a tropical context (© Nicolas Barbier, UMR AMAP). The input of the algorithms was single trees, as the MHTA produces. At this stage of development, only a visual analysis of the result has been effective. As expected, our preliminary results demonstrated that the modified PSR is less sensitive to both the point density and object size than the original PSR did. A quantitative evaluation will be conducted using field data for the tree circumference and from simulation for the whole tree structure. Because is allow to approximate the real structure and the wooded part of the tree, the method has a high potential for tree volume computation, and the improvement of volume equations.
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Highlights: The operationalization of five different applications in forestry within the scientific software package OPALS is presented. The OPALS forestry package enables handling and processing of large point cloud data in a research as well as in a production environment.

Key words: LiDAR; forest delineation; biomass estimation; scientific software, point cloud processing

Introduction

Recent developments in LiDAR and image matching technology allow precise and fine quantification, qualification and mapping of the resource forest. The increasing availability of 3D data derived from these technologies opens new opportunities for large area applications in the forestry domain. Different tasks as, for example, the delineation of forested areas, the evaluation of forest biomass, the detection of forest change or the extraction of single tree information are already close to an operational status, also for forests composed of a mixture of species..

While the acquisition of 3D data is more or less state of the art, software for processing these data is still developing. Efficient algorithms and software tools are needed to tackle the above mentioned tasks. In many cases, operational software tools and their corresponding algorithms originate from a scientific environment.

In this study, the scientific software package, OPALS (Orientation and Processing of Airborne Laser Scanning data) [1] for processing of 3D point cloud data is presented with focus on forestry and vegetation applications. This software is a means of sustainably providing new algorithms to researchers, but is also fit for efficiently handling and processing large data in a production environment. The study concentrates on the operationalization of five different tasks: 1) reconstruction of a canopy height model (CHM) optimized for forested areas 2) detection of single trees, 3) delineation of forested areas, 4) estimation of stem volume and 5) forest change detection based on multi-temporal data. All presented algorithms were developed in-house.

OPALS

The requirements to modern software are manifold. Mass production as well as demanding research should be ideally enabled in different scripting and programming languages. The software OPALS [2] is a modular, scientific software system consisting of small well defined components (modules). The aim of the software is to provide a complete processing chain for processing LiDAR data including: waveform decomposition, georeferencing, quality control, point cloud classification, topographic modeling and several fields of applications like for example forestry and hydrology. Each module is available as (i) a command line program,(ii) a Python module, and (iii) a C++ class (via DLL linkage). While the command line executables allow straight forward execution of the modules from within the operating systems command prompt, the latter enable embedding OPALS functionality in high level programming and scripting languages, allowing for the construction of complex work flows. Above all, the python integration has proven its worth as Python combines the advantages of an easy to use scripting and a full featured programming language.

A central data administration unit (OPALS Data Manager, ODM) is available for efficient data management. Tier-wise kd-trees are built up allowing high performance spatial queries (k-nearest neighbors and fixed distance queries). Additionally, the ODM also features an administration scheme for storing arbitrary attributes on a per point basis. The attributes may either stem from the initial sensor data analysis (e.g. amplitude, echo width, etc.) but may also be derived during data processing (e.g. local 3D metrics, surface normal vectors, etc.). Thus, the additional information system is highly dynamic and can, therefore, be used to transfer information between different modules without the need for external storage of attributes.

Land cover dependent surface model

Reliable modeling of the forest canopy is needed when it comes to forestry related applications. As the canopy height is very important for many forestry applications, it must be ensured that the derived digital surface models (DSM) follow the uppermost part of the canopy but also the terrain in forest gaps. Within the OPALS
forestry package, a land cover dependent approach described in Hollaus, et al. [3] is implemented for the derivation of a DSM. This approach uses the strengths of different algorithms for generating a DSM by using surface roughness information to combine two DSMs, which are calculated based (i) on the highest point within a raster cell and (ii) on moving least squares interpolation with a plane as functional model (i.e. a tilted regression plane is fitted through the k-nearest neighbors). As the surface roughness is high in forests, the created models correctly follow the uppermost canopy within the forest as the highest point per cell method is used. Additionally, local height jumps at forest gaps and forest borders are preserved and show sharp edges. In contrast, for the modelling of the open terrain and for cells with no points the moving least squares interpolation is used, which enables smooth results. Finally, a CHM is calculated by subtracting the heights of a digital terrain model (DTM) from the DSM.

Single tree detection

The identification of single trees and their parameters is an important task for analyzing large forested areas. The single tree detection can be performed based on rasterized LiDAR data or directly in the 3D point cloud. In OPALS forestry, both of these options are available. Focal statistics using different kernel sizes and shapes (i.e. circular, diamond) can be applied to rasterized LiDAR data (i.e. CHM), to detect local maxima in the model. Height thresholds and a forest mask limit the detected positions to forested areas. Alternatively, based on the 3D point cloud, local point cloud metrics can be calculated from the data for each point. This means, that the distribution of a selected point attribute (i.e. height above terrain) within a local neighborhood is analyzed. Statistical features (i.e. max, quantiles) are derived and stored as additional attributes of the current point. The point neighborhood can be defined as an infinite vertical cylinder (2D), a bounded vertical cylinder (2.5D) or a sphere (3D). The selected statistical features are calculated by aggregating the signed attribute deviations of the feature point and its neighbors from a reference model. Different reference models (i.e. horizontal or tilted plane, raster model) are handled. For the single tree detection, the normalized point cloud is analyzed for the statistical feature “Max” using a 2.5D neighborhood, and a horizontal plane with $z=0$ as a reference model (Figure 1).

Forest delineation

As presented in Eysn, et al. [4], forested areas can be automatically delineated based on LiDAR data by subsequently checking four clearly defined geometrical criterions (area, height, width and crown coverage) of a forest definition. The method is implemented using the Python bindings of OPALS. The following steps are carried out: The minimum height criterion is applied by height thresholding of rasterized CHMs. Buildings and other artificial objects are previously removed from the scene by using pre-derived point cloud metrics and image morphology. For the crown coverage calculation the ‘tree triples’ approach as described in Eysn, et al. [4] is used, where single trees are detected, crown sizes are estimated and a Delaunay triangulation is used to connect the trees. The minimum area criterion is applied by using standard GIS-queries on all areas fulfilling the previously checked criterions. The minimum width criterion is applied by using morphologic operations (open, close) based on the intermediate result fulfilling the criteria height, crown coverage and area. Because the width criterion can change the given areas, an iterative process of checking minimum area and width is applied.

Stem volume estimation

For estimating the growing stock, the method described in Hollaus, et al. [5] is available in the OPALS forestry package. The method assumes a linear relationship between the growing stock and the LiDAR derived canopy volume, stratified according to different canopy height classes to account for height dependent differences in the canopy structure. The estimation process consists of two general steps, where (i) the linear model is calibrated based on forest inventory (FI) data and LiDAR data within well known areas (i.e. forest inventory plots) and (ii) the calibrated model is applied to large areas. For the calibration process, information within canopy height classes, in detail the canopy volume within a certain height layer ($V_{can,j}$), is obtained by processing zonal statistics on the point cloud or rasterized CHM models. The locations of the zones are defined by polygons (i.e. shape file). For each zone, the proportion of LiDAR points or raster cells within the corresponding canopy height class is analyzed and linked to the $V_{can,j}$. Using the given FI data and the obtained $V_{can,j}$ values, the model coefficients are calibrated using the software package R [6]. Statistical measures and graphical representations are derived to enable an insight about the quality of the calibration. Additionally, stratified models can be calibrated to account for local forest changes. For example, crown cover classes can be used to calibrate separate stem volume models. Finally, area-wide maps can be calculated by checking the local heights of the CHM and multiplying them with the corresponding coefficients. The resulting maps can be processed in different spatial resolutions (i.e. 1x1m or 10x10m). Using zonal statistics, the information can be aggregated to existing forest stand polygons.

Forest change detection

Multi-temporal point cloud data can be used to monitor forest change, which can be, e.g., a change in forested area, harvested areas inside the forest or a change in growing stock. Changed forested areas can be
identified by comparing different forest delineations of different epochs. The identification of harvested areas can be performed by comparing the DSM heights of different epochs. Based on the estimated stem volume, derived from multiple datasets, the changes in growing stock can be assessed. A mandatory initial step is to test and enhance the quality of the input data. Especially height differences of stable objects between multiple surface models originating from errors in the georeferencing may occur. In OPALS, least square matching (LSM) of smooth surfaces (i.e. open terrain or buildings) can be used to minimize these errors between multiple models. For differentiating between exploitation and forest growth the area of interest is classified into areas with an (i) increased (= forest growth) and (ii) decreased (= exploitation) surface height. As for each LiDAR data set small differences in the tree crown representation within the DSMs can occur, morphologic operations and a minimum mapping area are applied to a DSM difference map. For each classified area (exploitation, forest growth), the change for the assessed growing stock is analyzed separately. The transferability of the calibrated models from one acquisition time to the other is tested by applying the calibrated models to the LiDAR data, which were not used for the calibration. Finally, the derived growing stock maps are validated with the corresponding FI data.

Conclusion

The basic concept of the comprehensive LiDAR software OPALS representing a sustainable basis for future research work and operational use was presented. A series of forestry related research topics were presented, considering both, their theory and the embedding into OPALS. All processes are fully automated, take care of the data handling and therefore enable operational use. The methods were already successfully tested and applied to large areas as i.e. Vorarlberg, Austria (2600 km²) or Canton Bern, Switzerland (6000 km²). The forest delineation shows a high performance and delivers robust and comprehensible results. The method can be applied to different forest definitions, which is significant when the results are used for obligatory reporting. The presented single tree detection enables processing of different point cloud metrics using the powerful attribute scheme of OPALS. The stem volume estimation and forest change detection opens up new possibilities for a sustainable forest management. The OPALS forestry package will be expanded with new tools in the future, to ensure that research driven methods will be available for operational use.
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Introduction

Terrestrial LiDAR Scanning (TLS) is an active technology which can provide both horizontal and vertical information. In the last few years, it has been widely used in different forestry applications. However, during the scanning, there are some constraints caused by Terrestrial LiDAR (T-LiDAR) system and complex environmental conditions. Obstructions caused by different vegetation elements frequently occur during the scanning, especially in natural forest stands with high stem density. This can lead to the partial observations and missing features from individual scans. To mitigate these effects and measure whole 3-D structure at a forest site, TLS data acquired from multiple scans are required. The registration procedure becomes vitally important.

In the forest areas, three main challenges need to be considered for registration. 1) Most T-LiDAR instruments are heavy (for example, the total weight of the scanner and accessories used in our experiments is larger than 15kg). In addition, natural forest sites are usually hard to access. It is better not to carry any other instruments to the forests and use only TLS system for accurate registration. 2) GPS usually performs badly with low spatial accuracy under a dense forest canopy. As a result, it is unreliable for accurate registration purpose. 3) Few natural tie points can be found in the forest. Therefore, artificial reflectors are widely used for the registration. However, setting up these reflectors is time-consuming. As the working hours of the TLS system are limited by the environmental conditions (such as the weather and daytime hours) and the instrument battery, we should improve the efficiency in data acquisition, especially in placing reflectors.

Some reflector-registration methods were proposed to address the difficulties in placing artificial reflectors. Most of these methods extracted natural features (such as ground surface points, stem centers, and tree surface) as tie points. Then the iterative closest point (ICP) approach was commonly used to align adjacent scans. However, in order to obtain initial values for the ICP approach, some field work using the total station or reflective targets was still needed. In addition, some manual steps were also reported to extract tree stems.

In this paper, an automatic coarse-to-fine registration method is proposed. The main objectives of this method are (1) improving the efficiency of TLS in natural forest stands by placing only one artificial reflector; and (2) aligning multiple scans in an automatic and robust way with high accuracy. In the coarse registration, the backsighting orientation approach is applied. Unlike other approaches, only the TLS system is needed for the backsighting orientation. In addition, only one reflector is used as the backsighting target and located at each scan position. Compared with the reflector-based methods using at least four reflectors, our method is much more time-saving. In addition, the coarse registration procedure also provides the initial transformation parameters for determining tie points in the fine registration step. The fine registration step extracted corresponding stem centers as tie points and performed the rigid-body transformation for the alignment. To evaluate our method, we compared it with the reflector-based method. Results show that the proposed method offers the high accuracy of 1.5cm.

Materials and Data acquisition

Study Area

Our experiment was conducted in the northeast of China in August 2014. The study area is located in the Shalhanka National Forest Park, Chengde, Hebei province (42° 23.87' N, 117° 19.05'E). Our scanning plot is a larch forest plot with few shrubs on the ground, and we chose a 45m by 45m square region for scanning.
**Data acquisition**

In this research, a Riegl VZ-1000 terrestrial laser scanner was used. The Zenith angle ranges from 30° to 130° and the azimuth angle ranges from 0° to 360°. At this forest site, the whole plot was covered by ten scans. In order to reduce the accumulated registration error, all the scans in a forest site formed a closed ring. For the backsighting orientation approach in the coarse registration, we placed one reflector at each scan position. The scan angle stepwidth was set to 0.03°. Thus, the point spacing was 2.4cm at a range of 45m. To test the registration accuracy, we also placed at least four corresponding reflectors in every two adjacent scans for the reflector-based registration method. It should be noted that these reflectors were not used in our coarse-to-fine registration method. They were only used for the result comparison with the reflector-based method.

**Methods**

**Coarse registration**

Considering the difficulty in setting up artificial reflectors, we apply the backsighting orientation approach in the coarse registration step. A reflector is placed at the target scan position to represent the scan location. The coordinates of the backsighting target (reflector) are extracted from the reference scan. Thus, three translation parameters are acquired. The rotation angles around the X and Y axes are recorded using the built-in inclination sensor of the scanner. Then the remaining degree-of-freedom (rotation angle around the Z axis) is calculated using the difference between the northing angles (angle against the north direction) of the target scan and the reference scan. In this paper, the northing angle is measured by the internal GPS receiver and the internal digital compass of the scanner. Compared with other backsighting orientation methods, our coarse registration only uses the TLS system for the backsighting orientation. No other measuring instrument is needed.

**Fine registration**

The objective of the fine registration is determining tie points and use them for the rigid-body transformation. Owing to the environmental conditions in the forest, few natural features can be directly found. Therefore, we calculate the corresponding stem center locations as tie-points. The fine registration procedure contains three main steps: 1) Ground points filtering; 2) Tie point determination and 3) Rigid-body transformation.

In the first step, we use the adaptive TIN models method which was proposed by Axelsson [1]. The ground points are filtered by the TIN (DEM), and all the remaining points are regarded as non-ground points.

In the second step, stem centers are extracted as tie points. Therefore, the stem fitting approach is needed. We assume that the trees are straight up in the forest. Thus, in a horizontal layer, all the points of a stem form a circular. Then in each point cloud, we slice the horizontal layer at 1.3m above the ground. The slicing is based on the TIN model to ensure the extraction of the same portion of each corresponding stem even if there is a slope at the site. To obtain enough points for stem fitting, the horizontal layer is sliced with a thickness of 5cm in each scan. After that, all the sliced points are segmented into several components to present the “potential” stems using the connectivity analysis. The least square circle fitting method is then applied to extract stem circles and calculate the stem center positions and diameters. For each potential stem, the standard deviation of the distances between all the points to the calculated stem center is obtained using Equation (1). If the standard deviation (std) exceeds the threshold, the potential stem will be regarded as wrong stem and discarded automatically. Finally, the average z-coordinate of the points in each stem is calculated as the z-coordinates of the stem center.

\[
\text{std} = \sqrt{\frac{\sum_{i=1}^{n}(x_i - x_0)^2 + (y_i - y_0)^2 + (z_i - z_0)^2}{n}}
\]

where \(R\) represents the calculated stem radius, \((x_0, y_0)\) represents the calculated stem center location, \((x_k, y_k)\) \((k = 1, 2, 3, ..., n)\) represents the points of a potential stem after the slicing.

After the coarse registration procedure, the corresponding points from every two scans are roughly aligned using the calculated transformation parameters. Based on the coarse alignment, it is easy to determine corresponding stem centers in two adjacent scans using a nearest neighbor searching approach. In the rigid-body transformation step, the least square method is applied for the fine registration. Using the Equation (2), the rigid-body transformation parameters (three translation vectors and three rotation angles) are calculated with the corresponding stem center pairs in both the target scan \(\left((X_i, Y_i, Z_i)_{\text{tar}}\right)\) and the reference scan \(\left((X_{\text{ref}}, Y_{\text{ref}}, Z_{\text{ref}})\right)\). Applying these transformation parameters to all scans, the fine registration procedure is done.

\[
\begin{bmatrix}
X_i \\
Y_i \\
Z_i
\end{bmatrix}_{\text{ref}} = R
\begin{bmatrix}
X_i \\
Y_i \\
Z_i
\end{bmatrix}_{\text{tar}} +
\begin{bmatrix}
\Delta X \\
\Delta Y \\
\Delta Z
\end{bmatrix}
\]

Where \(R\) represents a standard 3 \times 3 rotation matrix, \([\Delta X \quad \Delta Y \quad \Delta Z]^T\) are the three translation vectors.
Results and Discussion

In this study, we took the local coordinate system of the scan position one (Scan 1) as the reference coordinate system. The registration order of all the scans reversed the scanning order, which was “Scan 10 to Scan 1, Scan 9 to Scan 10, ..., Scan 2 to Scan 3”. In order to evaluate the registration accuracy, we also placed at least four reflectors in every two adjacent scans for the reflector-based registration method.

Results

In our experiment site, we used three corresponding reflectors in every two adjacent scans to show the coarse registration results. For each corresponding reflector, the position errors of its center points in two scans are calculated as the registration accuracy. Considering all the reflectors at the site, the mean position errors in x-, y- and z- directions are 0.129m, 0.187m and 0.012m. The 3-D position error is 0.240m, and the standard deviation is 0.182m. Results show that position errors in the horizontal coordinates are much larger than the vertical coordinate. As we used the location of the backsighting reflector to represent each target scan’s position and to calculate the three translation vectors, the location accuracy of the coarse registration is high. In addition, the rotation angles around the x and y axes are precisely recorded by the built-in inclination sensor of the scanner. Therefore, the larger horizontal position error is mainly caused by the inaccurate rotation angle around the z axis.

Similar to the coarse registration, we calculated the position errors as the fine registration accuracy. The mean position errors in x-, y- and z- directions are 0.005m, 0.005m and 0.011m. The 3-D position error is 0.015m, and the standard deviation is 0.006m. We also compared our proposed method with the reflector-based method. Using the reflector-based method, the mean accuracy is 0.006m, and the standard deviation is 0.002m. Although the accuracy of our method is a bit lower than the reflector-based method, we highly improve the efficiency in the scanning. We also compared our results with Ni’s reflector-free method [2]. In his method, the 3-D position error is 8.5cm. Therefore, our method shows higher registration accuracy than Ni’s method.

Discussion

In the forest area, the environmental conditions are complicated which made the forest site difficult to access. Considering the total weight of our TLS system, it is hard to set up the instrument and carry it among all the scan positions. Therefore, we should carry as few instruments as possible. In this paper, the proposed registration method only uses the TLS system for relative registration between every two scans. Moreover, the weather needs to be considered. The wind and rain commonly affect the scanning. Therefore, the efficiency needs to be improved in data acquisition. In the reflector-based registration method, at least four corresponding reflectors are needed. However, at a natural forest site, the obstructions occur frequently. It is hard and time-consuming for setting up these reflectors. At this experiment site, if we use the reflector-based method, it will take more than 20 minutes in setting up and placing reflectors. Whereas, using our coarse-to-fine method, we only need to place one reflector at the location of each scan position. Even at a dense forest site, it will take less than 5 minutes.

Conclusion

In this paper, an automatic, single-reflector registration method using a coarse-to-fine strategy with Terrestrial LiDAR data is proposed. The coarse registration uses the backsighting orientation approach which requires only one reflector at each scan position. In addition, compared with the conventional method, we only use the TLS system for the backsighting orientation. In the fine registration procedure, stem center positions are calculated as tie-points to obtain the rigid-body transformation parameters. To test our method, experiments were conducted in the northeast China. The registration accuracy of our method is 1.5cm.

The main objective of this research is to make the data acquisition more efficient. As only one reflector is needed at each scan position, this method avoids the challenge of placing many artificial reflectors. In addition, it is also an automatic registration method. Results show that our registration method provides much better accuracy than other reflector-free methods. Although the accuracy is a bit lower than the reflector-based method, the scanning efficiency is highly improved. Therefore, our coarse-to-fine registration method is more feasible for forest measurements considering both the scanning efficiency and registration accuracy.
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Highlights:
Forest plays a key role in the global carbon cycle. An accurate estimation of total biomass and its component is critical for understanding the carbon cycle in the forest ecosystem. Individual tree detection is important to accurately extract tree structural attribute of trees; tree height is critical for biomass estimate.

Key words: individual tree detection, tropical rainforest, LiDAR

1. Introduction

Tropical forests are known for their complex stand structure and abundant variety in species composition ([1]). The chosen study site is Pasoh Reserve Forest at Peninsular Malaysia. This site contains mixed species and was dominated by trees from the dipterocarp family which is lowland dipterocarp is the most dominant one. Lowland dipterocarp forest is one of the most species-rich communities in the world, with more than 200 species per hectare ([2], [3]). This type of forest is typically characterised by a complex three-dimensional structural. Therefore, individual tree detection is seen as the most relevant approach to extract the structural attribute of the tree in tropical rainforest. Light Detection and Ranging (LiDAR) is the best remote sensing technology for modelling the forest’s structure and for retrieving several forest attributes. The precision and accuracy of LiDAR based estimations are strongly influenced by site conditions and by the characteristics of the sensors. LiDAR forest inventory methodology based on individual tree detection has been widely studied, but is not widely used in practice, due to assumed problems related to tree detection under various forest condition especially in a dense tropical forest. Unlike most of the published algorithms that detect individual trees from a LiDAR-derived raster surface, at this stage we worked directly with the LiDAR point cloud data and field inventory information to separate individual trees and to estimate individual tree metrics for individual tree biomass modelling. Later we will compare the capability of the current technique with other common segmentation methods in determining locations of individual trees by using raster surface models like Canopy Height Model (CHM).

2. Methods

2.1 Study Area
The Pasoh Reserve Forest is located on peninsular Malaysia approximately 70 km southeast of Kuala Lumpur. The Pasoh Reserve Forest study site (2.98 N 102.31 E) is located about 8 km from the town of Simpang Pertang, approximately 70 km southeast of Kuala Lumpur (140 km by road). Pasoh Forest has an area of approximately 140 km², mainly covered with lowland dipterocarp forest and with hill dipterocarp forests in its north-eastern boundary. The core area which is approximately 600 ha within the reserve is still covered with old growth forest; most of the surrounding area has been logged in the past, providing many examples of regenerating lowland forest. Pasoh Forest is one of the most complex dense species-rich communities in the world with 340,000 trees (≥1 cm diameter at breast height) consisting of 818 species.

2.2 Field Measurement
The fieldwork runs at Pasoh Reserve Forest, Negeri Sembilan, Malaysia from 21st October - 23rd October 2014 with 9 field members. Six main forest parameters have successfully been collected; accurate individual tree position (x, y), Diameter at Breast Height (DBH), Total Height, Bole height, Crown Diameter and Tree Species. To minimise the uncertainties associated with biomass measurements, the layout of forest sampling must follow the standard measurement guideline from Malaysia National Forest Inventory (MNFI). Stratified random sampling of square shape were established to measure trees with DBH >10cm. There are 142 individual tree measurements recorded.
from the 8 plots with 25m x 25m measurement. Out of this number, three trees were excluded from analysis due to the condition of being broken at the first branch. We used GIS software ArcMap 10.1 to calculate crown cover by creating a polygon layer using the field measured crown diameter and plotting it in the form of shape files with correct x and y location for each of individual tree measured in the field. Each of the tree polygon has been assigned with a unique identification number (ID) and has been projected to the same projection of LiDAR data which is UTM_Zone_48N.

2.3 LiDAR Operations

The LiDAR data was obtained from a private Malaysian airborne company. IGI LiteMapper-5600 system with lidar sensor Riegl Q560 was used with a 60° scan angle from nadir. The processed data was received as a point cloud format in LAS and ASCII XYZ format with a projection of UTM_Zone_48N. The average point spacing of LiDAR data used for this study was 8.8 points per square meter. The value of Root Mean Square achieved was 0.092 meter and proved that the accuracy of LiDAR data is in between tolerance of 0.15m.

2.3.1 Data Pre-processing

A Digital Terrain Model (DTM) was created in two steps from the discrete return LiDAR data: first, the data was filtered to remove the above-ground returns (using algorithm adapted from [4]), and secondly the DTM was created by calculating the average elevation from the remaining (ground) LiDAR returns within a cell (cells that contain no points were filled by interpolation using neighbouring cells). The DR point clouds were then normalized against the ground surface height and extracted for each plot using the coordinates of the lower left and upper right corners. All point cloud data processing was performed using the FUSION software [5].

2.3.2 Individual tree extraction – clipping point cloud data with crown polygon from forest inventory

We choose an automatic method using Web-LiDAR 3D ClipTree application [6] which is available on the web at [http://forest.moscowisl.wsu.edu:3838/csilva/LiDAR3DClipTree](http://forest.moscowisl.wsu.edu:3838/csilva/LiDAR3DClipTree) to delineate each individual tree by clipping the LiDAR point cloud by the crown polygon created using the field measurement. Figure 1 shows the main display of the Web-LiDAR ClipTree application. The application has five major displays: (1) settings menu; (2) summary of the LiDAR metrics; (3) Profile viewer of LiDAR data; (4) Top LiDAR data viewer; and (5) 3D LiDAR data viewer. Individual tree LiDAR metrics were then computed using the rMetrics function in the rLiDAR package [7]. The generated metrics from LiDAR were used to model the individual tree heights.

![Figure 1: Main display of the Web-LiDAR forest inventory application: 3D ClipTree tool](image)

3. Results and Discussion

The automated clipping works by assigning the point cloud data fall within the crown polygon according to the x and y position. Each of the point cloud data has been assigned with the unique ID similar to the polygon layer where it was overlapped. Each set of measurement was used to compute the individual tree metrics using R statistics. After an individual tree had successfully been extracted, we validated the LiDAR derived height with the field measured height for each of the individual tree detected. Figure 2 shows the scatterplot of individual tree heights from LiDAR compared with field height measurement.
The results show a good correlation and the value of Root Mean Square achieved, proving a good tolerance.

Figure 2: Scatterplot individual tree heights from LiDAR compared with ground measurement

3.1 LiDAR Metrics
Discrete data based metrics are descriptive structure statistics calculated from the height normalized LiDAR point cloud measurement in three-dimensional space. In this study, 24 metrics for each tree within 25 x 25 m area of the 8 plots were calculated and this can be summarized into 3 different categories; (i) Height description (Minimum Height ($h_{\text{min}}$), Maximum Height ($h_{\text{max}}$), Mode Height ($h_{\text{mod}}$), Median Height ($h_{\text{med}}$), Standard Deviation of Height ($h_{\text{sd}}$), Variance of Height ($h_{\text{var}}$), Coefficient of variation of heights ($h_{\text{cv}}$)); (ii) Height percentile values ($h_{5}, h_{10}, h_{20}, h_{25}, h_{30}, h_{40}, h_{50}, h_{60}, h_{70}, h_{75}, h_{80}, h_{90}, h_{95}, h_{99}$) and (iii) Canopy-related metrics (Kurtosis Height ($h_{\text{kurtosis}}$), Skewness Height ($h_{\text{skewness}}$), Canopy cover (CC)). Discrete data-based metrics were computed using all the LiDAR returns.

4. Conclusions
This study intends to use different approaches on utilizing LiDAR for individual tree detection over dense tropical rainforests. Individual tree detection has significant implications in forestry. We believe that, once accurately segmented, tree structural attributes such as tree height, crown diameter, canopy height and volume and species type can be derived. These are the most important parameter used to estimate biomass. By accurately extracting forest parameter this can generate an accurate biomass result and will provide reliable guidelines for biomass study in tropical rainforest.
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Highlights: Mixed boreal forests have complex species assemblages. We tested an individual tree species identification approach for discriminating between 16 tree species (10 needleleaf, 6 broadleaf). Among three classifiers (random forest, kNN, and SVM), random forest produced the best kappa: 0.902 for needle/broad leaves, and 0.561 at the species level.
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Introduction

Despite the rich spectral information contents of optical images, radiometric standardization problems encountered in correcting for the varying sun-object-sensor geometry greatly complicates the retrieval of species information from this type of remote sensing data. In recent years, the potential of ALS for identifying the species of individual trees has been demonstrated (see for example the review by Vauhkonen et al 2014). However, most studies were performed in forests having limited tree species diversity, for example in Scandinavia or Western Europe. In contrast, the forests found in the mixed boreal zone of Canada often exhibit complex species assemblage (e.g. > 12 species locally), as well as complicated 3D structures (mix of large and small trees). What is more, the accuracy and level of detail on species composition in current Canadian forest stand maps is deemed insufficient. Therefore, there is a need to further explore the discrimination of species using ALS in these types of forests.

Our objective was to identify the species of individual trees within a southern boreal forest exhibiting a large diversity (16 species from 10 genera). We also assessed the performance of three different classification methods (random forest, support vector machine, and kNN), as well as the effect of merging individual species in various groups (e.g. needleleaf and broadleaf).

Methods

Study region and data

The study region is the “Valcartier Forest”, located near Quebec City, Canada (71°30’W, 46°54’N). It comprises 16 typical species of the mixed boreal region: Betula alleghaniensis (BOJ), Betula papyrifera (BOP), Picea glauca (EPB), Picea mariana (EPN), Picea abies (EPO), Picea rubens (EPR), Acer saccharum (ERS), Fagus grandifolia (HEG), Larix laricina (MEL), Populus tremuloides (PET), Pinus strobus (PIB), Pinus resinosa (PIR), Tsuga canadensis (PRU), Abies balsamea (SAB), and Thuya occidentalis (THO). Field observations of species were carried out in plots or pure tree patches and the centre of these spatial units were geolocated with a GNSS receiver.

A lidar survey was performed in summer of 2013 with a first return density of approximately 7 returns/m². Discrete XYZ coordinates and intensities were recorded for up to four returns per pulse. Raster DTM, DSMs, and canopy height models (CHM) were generated through interpolation. The absolute Z value of lidar returns was converted to height above terrain by subtracting the corresponding DTM value to produce XYH points. The intensity values were standardized according to their approximate range that was estimated based on the nominal flight altitude, DSM, and pulse incident angle.

Analyses

Automated individual tree delineation was first performed on the lidar CHM using an in-house application developed in C++. It implements a method that involves the following steps: 1) adaptative gaussian filtering (σ proportional to local CHM height), identification of local maxima within a circular window of adaptive radius, 3) inter-tree valley detection using a circular Laplacien filter, and 4) region growing from local maxima until stopping conditions are attained (e.g. a strong valley is met, maximum radius for given H is reached, etc.). An interpreter then chose well delineated crowns that fell within the field inspected plots or patches to create a crowns sample with known species. A total of 429 trees were sampled, with 8 to 58 trees per species (average of
27 trees/species. For each crown, the CHM pixels and the height and intensity of the normalized returns (XYH and standardized intensity) were extracted. From these, 21 metrics involving either height or intensity were computed. The metrics were designed to capture different aspects of the crowns: chiefly shape, porosity, and reflectance. The best subset of 11 variables was selected with the goal of minimizing correlation between variables and removing those with very low variability. This subset was composed for example of (due to space limitation only a few variables are described): the slope of the crown profile, the ratio of median 1st return height over the maximum height, the standard deviation of the vertical distance between the 1st and 2nd returns (pulse-wise), the average deviation between the original first return height and the smoothed raster crown, the standard deviation of the average height measured respectively on four concentric annuli centred on the local maximum, the maximum intensity within the crown, the average difference of the intensity between 1st and 2nd returns (pulse-wise), etc.

Three classification methods were compared using R: random forest (RF), k-nearest neighbours (kNN, with \(k = 5\)), and support vector machine (SVM). 60% of the sample was used for training, and 40% for verification. 1000 different training/verification subsets were created randomly and Cohen’s kappa coefficient was evaluated for each subset and classification method. We hereafter report on the average kappa of each method. Furthermore, the classifications were done for different levels of species groups: 1) needleleaf vs broadleaf, 2) all species taken separately, 3) genus groups (e.g. all spruces, all pines, etc.), and 4) species groups designed to minimize confusion while preserving a relatively large number of groups.

**Results**

The classification for level 1 (needleleaf vs broadleaf) yielded the following average kappa values, respectively for RF, kNN, and SVM: 0.902, 0.900, and 0.836. At the species level (2), the average kappa values were markedly lower, being respectively of 0.561, 0.527, and 0.471. Table 1 gives the average number of observations for each cell of the full confusion matrix for the individual species classification (because they result from averaging 1000 different subsets, the numbers may not be integers). As expected, confusion occurs mainly among the two broad level 1 groups, but is less frequent between them. Confusion is worse among broadleaf trees. Some coniferous trees stand out as being easily distinguishable from all other trees, notably *Picea glauca* (EPB), *Larix laricina* (MEL), and *Thuja occidentalis* (THO). There are some instances where, for this level of classification, confusion occurs between a deciduous and a coniferous tree (e.g. EPN with BOP). Confusion among level 1 groups is not necessarily within genera. For example, there is much more confusion between *Acer saccharum* (ERS) and *Betula alleghaniensis* (BOJ, different genera) than between ERS and *Acer rubrum* (ERR, same genus).

<table>
<thead>
<tr>
<th></th>
<th>BOJ</th>
<th>BOP</th>
<th>EPB</th>
<th>EPN</th>
<th>EPO</th>
<th>EPR</th>
<th>ERR</th>
<th>ERS</th>
<th>HEG</th>
<th>MEL</th>
<th>PET</th>
<th>PIB</th>
<th>PIR</th>
<th>PRU</th>
<th>SAB</th>
<th>THO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOJ</td>
<td>5.1</td>
<td>1.8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>5.4</td>
<td>0.5</td>
<td>0.0</td>
<td>1.3</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>BOP</td>
<td>2.3</td>
<td>3.2</td>
<td>1.6</td>
<td>2.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>EPB</td>
<td>0.0</td>
<td>0.3</td>
<td>7.5</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>1.1</td>
<td>0.8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>EPN</td>
<td>0.0</td>
<td>1.3</td>
<td>0.2</td>
<td>9.5</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>EPO</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>EPR</td>
<td>0.6</td>
<td>0.4</td>
<td>0.0</td>
<td>0.9</td>
<td>0.0</td>
<td>0.9</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.9</td>
<td>0.4</td>
<td>0.1</td>
<td>1.6</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ERR</td>
<td>0.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.7</td>
<td>0.3</td>
<td>0.7</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ERS</td>
<td>2.8</td>
<td>0.3</td>
<td>0.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>17.4</td>
<td>0.2</td>
<td>0.0</td>
<td>1.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>HEG</td>
<td>1.7</td>
<td>0.7</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.9</td>
<td>1.3</td>
<td>0.0</td>
<td>0.8</td>
<td>0.0</td>
<td>1.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>MEL</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>3.4</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>PET</td>
<td>1.5</td>
<td>0.1</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>2.2</td>
<td>0.7</td>
<td>0.0</td>
<td>5.5</td>
<td>1.4</td>
<td>1.4</td>
<td>0.2</td>
<td>0.7</td>
<td>0.0</td>
</tr>
<tr>
<td>PIB</td>
<td>0.6</td>
<td>0.0</td>
<td>0.1</td>
<td>0.6</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.9</td>
<td>5.2</td>
<td>2.1</td>
<td>0.2</td>
<td>3.0</td>
<td>0.1</td>
</tr>
<tr>
<td>PIR</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.0</td>
<td>0.3</td>
<td>1.0</td>
<td>13.1</td>
<td>0.0</td>
<td>0.7</td>
<td>0.0</td>
</tr>
<tr>
<td>PRU</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
<td>0.1</td>
<td>0.0</td>
<td>1.7</td>
<td>0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>SAB</td>
<td>0.0</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.0</td>
<td>0.3</td>
<td>0.1</td>
<td>0.4</td>
<td>0.4</td>
<td>1.5</td>
<td>0.3</td>
<td>0.0</td>
<td>13.8</td>
<td>0.0</td>
</tr>
<tr>
<td>THO</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.3</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

This situation is further evidenced by the results of level 3 classification in which species are grouped by genus. The respective kappa values for RF, kNN, and SVM are 0.555, 0.536, and 0.459, i.e. even worse than those resulting from the individual species classification. Finally, species between which large levels of
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confusion existed were pooled into multi-species groups that may include also multiple genera (but never a mix of needleleaf and broadleaf species). This lead to two super-groups: EPR, EPB, EPO, PIR, PIB, and SAB (total of 3 needleleaf genera), and ERS, BOJ, BOP, HEG (total of 3 broadleaf genera). The classification was therefore performed for two super-groups and six individual species. The kappa values respectively for SF, kNN and SVM were 0.716, 0.714, and 0.594. These values are approximately midway between those of the needleleaf/broadleaf classification, and the individual species classification, but are much more precise in terms of number of species/groups (8 vs 2).

Discussion and conclusion

The results first indicate that ALS data can accurately discriminate between coniferous and deciduous trees at the individual tree level (kappa = 0.902). It should be remembered that the kappa coefficient does not represent the raw percentage of correct classification, but rather a score in which the effect of correct classifications resulting from mere chance was removed. A kappa value of 0.902 therefore indicates near perfect classification. Although similar results were obtained in the recent past, we have showed in the present study that such a high accuracy can also be obtained when the species composition is complex. Of course, the same level of performance cannot be achieved at the individual species level when a high number of species is present. Our analysis shows that the confusion between species is not necessarily between species of a same genus. This owes to the sometimes important intra-genus variations in crown architecture, leaf shape or size, foliage reflectance, etc. For example, Picea glauca (EPB) has a sharply arched crown envelope, with a rather dense foliage, and limited branch protuberance, while Picea abies (EPO) has a more ample profile, with protruding, isolated, and arched branches. In general, tree species with an idiosyncratic architecture will be easily distinguishable from other species. This brought us to propose a compromise by performing classifications at mixed levels, i.e. both individual species and species groups. This approach offers a relatively high species “resolution” while still having an acceptable performance. Indeed, a kappa of 0.716 (mixed levels) is deemed “strong”, as opposed to a kappa of 0.561 (individual species) considered as “moderate”. A mixed level classification may not however be optimal with regards to the information needs of the forest industry or ecological science. The wood quality of the different species make them amenable to different uses and mill processing. For example, the wood quality of Abies balsamea (SAB) is significantly lower than that of the Picea genus. Unfortunately, confusions with other species brought us to merge SAB with a few Picea species in the mixed level approach. The same applies to ecological science. If, for a given biodiversity assessment, a particular rare species needs to be mapped but is easily confused with other species, ALS would not be very useful in identifying it.

It should be noted that our analysis is solely based on well delineated crown samples that were selected by a human interpreter. We expect that tree crown delineation errors would somewhat corrupt the estimation of tree shape, porosity, and possibly reflectance. Therefore, the performance levels reported above would certainly drop in a scenario where the classification is applied to all delineated crowns of a study area. Furthermore, we have mainly selected the crowns of fully grown trees. Knowing that tree shape also varies with size, there is no guarantee that a particular classification method calibrated on taller trees will also work on shorter trees.

We may not have yet fully exploited the potential of standard ALS point clouds for species classification, but the above results lead us to think that further improvements would not be dramatic. Data fusion or sensor enhancements however have the potential for significant performance gains. Extracting multispectral information from optical images for each lidar first return is one avenue. What is possibly an easier approach is to include topographic derivatives, such as the topographical wetness index, to help separate species that have similar architectures, but different ecological niches. Finally, the advent of multispectral lidar, such as Optech’s Titan with bands in the green, near infrared, and middle infrared, will certainly help in increasing the performance of species identification.
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Highlights: From the plot to compartment level, prediction error decreases from 15 to 6.4% for basal area, 26 to 7.7% for stem density and 6.5 to 3.4% for dominant diameter. The major criterion for spatialisation is to respect the calibration plot size, whereas for aggregation the issue of compartment borders depends on the forest parameter.
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Introduction

Long term forest management planning is usually based on statistical inventories, which are not meant to provide information at the compartment level. The area-based approach is now a widely used method to derive continuous maps of forest parameters from airborne laser scanning (ALS) data and field calibration plots [1]. The accuracy of estimates is frequently based on cross-validation with plot-level data, whereas compartments are frequently the basic unit of forest management. The calibrated model first has to be used on a partition of the area of interest into a set of spatial entities for which the model is supposed to be valid. The most straightforward way is to apply a grid which pixel size is similar to plot size. Then to aggregate the pixel values into the forest compartments, the case of borders has to be handled carefully as border pixels may represent a significant proportion of the forest surface. The objective of this article is to compare different possibilities for the spatialisation step (spatial entity size, shape and spacing) and different border exclusion thresholds for the aggregation at the compartment level. The study is based on a dataset of 35 fully-callipered compartments (total 380 ha).

Material

The study area is located in the Jura mountains (France). The stands are uneven-aged, and dominated by silver fir (Abies alba), Norway spruce (Picea abies) and European beech (Fagus sylvatica). The ALS data were acquired with a LMS-Q560 full-waveform scanner. The final pulse density is 9.3 m⁻².

For the calibration of estimation models, 139 nested plots of 17 m radius are available in the 580 ha of public forests. 26 were excluded because harvesting occurred during the one year lapse between the ALS flight and field measures. Only trees with diameter at breast height (DBH) larger than 17.5 cm are considered. For each plot, three forest parameters are calculated: basal area, dominant diameter (diameter of the 8 largest trees) and stem density. For the validation, 35 compartments representing a total of 380 ha were fully-callipered. The three forest parameters are calculated for each compartment.

Methods

ALS models

ALS metrics are computed for each plot based on the normalised point cloud extracted over its spatial extent. Metrics include the usual height and density metrics, as well as tree metrics derived from a preliminary segmentation of the canopy height model.

A prediction models is calibrated for each forest parameter by fitting ordinary least squares regression with at most three ALS metrics as independent variables. Selection is based on the adjusted R². Models are automatically checked for linear model assumptions, and manually checked for dependencies to other forest parameters. Accuracy is evaluated by computing the root mean square error rmse in leave-one-out cross validation.

Spatialisation

Spatialisation scenarios are based on three parameters for the partition of the area of interest into a set of spatial entities, depending on the spacing, shape and size. The following scenarios are tested: disks of 17 m radius (surface and shape identical to calibration plots); squares of 20 m side (different surface and shape);
squares of 30 m side (different shape but similar surface). For square shapes, spacing is chosen equal to their side length. For disks, spacings of 10, 20, 30 and 40 meters are tested. Spacing modifies the amount of overlap between adjacent entities regarding the data used for metrics calculation.

Aggregation

Aggregation of ALS estimates in one compartment is done by computing the mean value of entities which centres lie inside the compartment, but at a minimum distance from the compartment border. Distance thresholds of 0, 10 and 20 m are tested. For validation the Bias and RMSE are computed by using the full-calliper data.

Results and discussion

Table 1 presents the accuracy of ALS estimates at the plot and compartment levels (spatialisation 17 m disk, 20 m spacing, aggregation with a 10 m threshold). In a study carried in Scandinavian forests [2], the standard deviation of plot-level error was 14.8 to 23.3% for basal area and 25.3 to 26.2% for stem density. At the compartment level, those values decreased to respectively 8.7 to 13.6% and 14.3 to 29.3%. The standard deviation of error was thus reduced by a factor of approximately 2. In our case it is also around 2 for basal area and dominant diameter, and 3 for stem density. The factor of surface increment between the plot and compartment levels is between 30 and 200, depending on compartment surface, compared to 16 in the Scandinavian study. This might explain why the compartment-level accuracy is better. Another explanation could be the uneven-aged structure, which should reduce the spatial correlation of errors. It is noteworthy that compartments with the largest errors are those which differ most from the uneven-aged structure.

Table 1: Accuracy of ALS estimates at the plot and compartment levels.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Plot level (n=113)</th>
<th>Compartiment level (N=35)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R²</td>
<td>rmse</td>
</tr>
<tr>
<td>Basal area (m².ha⁻¹)</td>
<td>0.76</td>
<td>4.5</td>
</tr>
<tr>
<td>Stem density (ha⁻¹)</td>
<td>0.57</td>
<td>72</td>
</tr>
<tr>
<td>Dominant diameter (cm)</td>
<td>0.88</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Duplat and Perrotte [3] estimate that in the case of a full-calliper inventory 95% of the compartments have their basal area values within [-15%, 10%] of the true value. If those errors have a Gaussian distribution, then the distribution of differences between the full-calliper and ALS values is not significantly different from it. In this forest, the compartment-level accuracy of the ALS-based inventory is thus similar to a full-calliper inventory.

Regarding the spatialisation and aggregation parameters, it turns out that the compartment-level bias and error are higher in absolute value when the 20 m square entities are used, i.e. when the calibration plot size is not respected. Shape has only a limited effect as the 30 m square entities yield accuracies similar to disks of same surface and spacing for all forest parameters. The errors for disks with smaller or greater spacing are in general slightly higher. The distance thresholds for the aggregation step have different effects on bias and error, depending on the forest parameter. These differences may be due to the fact that the metrics selected in the models have different sensitivity regarding heterogeneous areas.

With compartments of a surface around a few hectares, the proportion of border entities is significant, especially when the perimeter to surface ratio is high. In the case of an uneven-aged forest, the entities located across two forested compartments should be less of a problem than for two adjacent, regular stands of different ages. However, the borders between forest and non-forest types should probably be tackled differently. One possibility could be to apply land-cover dependant strategies for the integration of border values. The other one would be to constrain the partition into the spatial entities with compartment borders, but the issue of respecting the surface criterion might turn out tricky.

Conclusion

The accuracy of ALS-based estimates for basal area, dominant diameter and stem density is more than twice better at the compartment level than at the plot level, and for basal area reaches a level similar to a full-calliper inventory. For the spatialisation step, it is crucial to respect the size of calibration plots, whereas for the aggregation the issue of compartment borders has to be tackled differently depending on the forest parameter.

References

Low cost and accurate forest biomass estimation using a portable terrestrial laser scanner

Akira Kato¹, Matt Bradford², L. Monika Moskal³, Koji Kajiwara⁴, Yoshiaki Honda⁴

¹) Graduate School of Horticulture, Chiba University, Japan
²) Commonwealth Scientific and Industrial Research Organization Land and Water, Tropical Forest Research Centre, Australia
³) Precision Forestry Cooperative, School of Environmental and Forest Sciences, College of the Environment, University of Washington, USA
⁴) Center for Environmental Remote Sensing, Chiba University, Japan

Highlights: A low cost portable terrestrial laser system was developed to estimate tropical forest biomass for REDD+ project. The portable laser has the limited coverage when it is compared with high grade sensor. To make it useful in practical field survey, we developed a field sampling scheme and an algorithm to estimate tropical forest biomass accurately.
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Introduction
Forest biomass estimation of REDD+ project requires low cost and accurate monitoring technology. However, the cost of 3D data acquisition is expensive if airborne laser is taken over rural area in developing countries. To obtain low cost 3D data, a portable terrestrial laser scanner systems have been developed [1][2][3]. To make it useful in practical field survey, the capability of portable sensors is tested for the tropical biomass estimation. And the optimum sensor location and the optimum number of scan are required to estimate a large scale tropical forest biomass.

In this study, we used a large scale forest inventory data collected in 25 ha and different sampling designs (random, systematic, and stratified sampling) are applied to find the feasible sampling scheme and estimate a large scale tropical forest biomass accurately.

Data and methodology
Our study area is Robson’s Creek, Australia. There is the 25 ha supersite established by CSIRO Land and Water, tropical forest centre. Field data was collected and trees within the 25 ha were all measured [4]. The portable sensor used for this study was SICK LMS511 (SICK Inc.). To understand the limited capability of the portable laser systems, the higher grade sensor (RIEGL VZ400, RIEGL Inc.) was also used at the same site and compared with the portable sensor.

<table>
<thead>
<tr>
<th>Sensor Name</th>
<th>RIEGL VZ400</th>
<th>SICK LMS511</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>1550 nm</td>
<td>905 nm</td>
</tr>
<tr>
<td>Max. distance</td>
<td>600 m</td>
<td>40 m</td>
</tr>
<tr>
<td>Angle</td>
<td>Horizontal angle 360°</td>
<td>Horizontal angle 360°</td>
</tr>
<tr>
<td></td>
<td>Vertical angle 100°</td>
<td>Vertical angle 150°</td>
</tr>
</tbody>
</table>

Field validation requires the allometric equation of tropical forest biomass. The allometric equation used for this study only needs diameter at breadth height (d.b.h) as an input parameter [5]. To derive the d.b.h. accurately from 3D data, the d.b.h height is identified from the digital terrain model (DTM). To get the d.b.h. height, DTM was initially created from the minimum height value of laser returns in each 50cm x 50cm mesh grid. And the spatial filter was applied to smooth the surface and fill the gap of no laser returns.

The individual stem location is identified using the sliced 3D data at d.b.h height. Based on the stem location, the 3D laser data around d.b.h height (1.3 m height) is extracted. And the stem shape is automatically recognized using radial basis functions [6]. And the stem diameters are measured from the stem circumference. The results from two different sensors (higher grade sensor and the portable sensor) are compared to get their accuracy in d.b.h measurement.

Three different sampling designs were applied and simulated using 25 ha field data to identify the optimum location of sensors and the optimum number of scan. The error was obtained by the difference between the 25 ha
biomass estimated by field based measurement and by laser based measurement from the limited number of samples. As the number of sample increases, the error decrease. When the error reaches 5% of the entire biomass estimation, the optimum number of samples is found.

In considering practical use of the portable terrestrial sensor, the stratified sampling technique is developed for this study. The definition of the stratified sampling in this case is “large tree based sampling technique”. The large tree means the tree height above 20 m. When the large tree is found in the woods, the plot centre is established at the large tree. And terrestrial laser sensor is set within 10 m radius from the plot centre. If the sensor is set right next to the big tree (the plot centre), the obscured area becomes large. Therefore, terrestrial laser sensor is located in three positions equally spaced to make a triangle to minimize the obscured area. After the data is collected in three positions, the 3D data is merged together.

**Result and discussion**

The main purpose of this research is to get the optimum location and number of scan using the portable terrestrial laser to estimate tropical forest biomass. In Figure 1, the blue dots represent the sliced laser data around d.b.h height and the red dots represent the shape recognition from our method. The red dots are lined up exactly on blue dots to recognize the stem circumference accurately. This technique improves the d.b.h measurement when it is compared with the conventional method using the circle fitting technique.

![Figure 1: The result from automatic stem shape recognition (blue dots: sliced laser data, red line: automatically recognized stem circumference)](image)

With this improved stem recognition technique, the d.b.h measurement of two different laser sensors is compared. For the d.b.h measurement, the higher grade sensor has 1.14 cm and the portable sensor has 2.77 cm Root Mean Square Error (RMSE) respectively. Therefore, the portable sensor can provide good quality of data for d.b.h. measurement.

![Figure 2: Comparison of d.b.h. measurement between the higher grade and portable sensor](image)

The simulation result from “large tree based stratified sampling” is shown in Figure 3. This result shows that the stratified sampling using the large tree (tree height above 20 m) has less than 5% errors at around 30 plots. Thirty plots are the optimized number found by this simulation. It is easier to find the large trees in woods and come back to the same location in the future. The large tree based sampling technique is a new approach and is useful method in finding location when it is compared with the conventional random and systematic sampling design.

As a result, the plot establishment using the portable laser sensor requires three scan positions for one plot. A large tree like tree height above 20 m is a good location to become the plot centre. And the minimum thirty plots are needed to estimate large scale tropical biomass accurately with 5% error (Figure 4).
Figure 3: Simulation result from different sampling designs. All sampling designs approach within 5% error at 30 plots.

Figure 4: Plot establishment using the portable terrestrial laser.
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Highlights: The study validated and calibrated a global forest canopy height map with airborne lidar data in the Southeast US and created the biomass map in the East Texas forests. The investigations show the calibrated global forest canopy height map can be used to extend forest aboveground biomass maps to regional-scale.
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Introduction

This study employed airborne lidar remotely sensed data and a global canopy height map to estimate forest biomass from local to regional scales. The first objective of this study is validating the global forest canopy height maps with airborne lidar data in the Southeast United States. As a second objective, we upscaled the local aboveground biomass estimates to the extent of East Texas forests. Three global forest canopy height maps have been released in the past few years. Lefsky (2010) created the first global forest canopy height map in 2010 and Simard et al. (2011) generated another height map in 2011. Los et al. (2012) have also created a vegetation height product in 2011. Simard’s global forest canopy height map is the primary map for the study. The map integrated the data of the Geoscience Laser Altimeter System (GLAS) with Shuttle Radar Topography Mission (STRM), climatic and other ancillary data with the regression tree method, Random Forest, to generate a global forest canopy height map. Moreover, Simard’s map covered large area of forests and involved more mosaic crops, open forest, and saline flooded forests. Therefore, Simard’s map reveals not only the tall trees in forests, but also the short woody plants on the ground (Simard et al., 2011).

Bolton et al. (2012) have initially investigated the accuracy of Lefsky and Simard’s maps over Canada with airborne lidar data. They concluded that the relationship between airborne lidar data and the global canopy height maps can be used to develop approaches for more accurate aboveground biomass estimates. For the second objective, the calibrated global canopy height map was used to upscale the forest aboveground biomass from local scales to larger extents in Texas. The validation and calibration procedure of the first objective will be applied to the canopy height map over East Texas forests to generate a forest aboveground biomass map. Primary interest of this study is in generating a forest aboveground biomass map for East Texas.

The specific objectives of the study are 1) validate and calibrate a global forest canopy height map with lidar-derived canopy height information on Southeast United States forests, and 2) upscale the forest aboveground biomass estimates from local to regional scale by using the calibrated global forest canopy height maps in East Texas.

Material and methods

The airborne lidar data is collected between 2010 and 2012 from the following sources: (1) NASA’s Goddard’s LiDAR, Hyperspectral & Thermal Image (G-LiHT) program; (2) National Ecological Observatory Network’s (NEON) prototype data sharing program; (3) NSF Open Topography Facility; and (4) Spatial Sciences Laboratory (SSL) in the Department of Ecosystem Science and Management at Texas A&M University. The airborne-scanned areas are located at the states of Alabama, Arkansas, Florida, Maryland, Mississippi, North Carolina, South Carolina, Tennessee, Texas, and Virginia. Therefore, the airborne-scanned areas cover a wide variety of vegetation types across the Southeast United States and the airborne lidar data is used to validate and calibrate the global canopy height map.

Airborne lidar data is preprocessed to acquire lidar-derived metrics (Table 1) and generate four different levels of point cloud data. Because short vegetation with high density airborne lidar points cloud data potentially affect the statistical calculation of forests, we assume that the open ground is less than 1 m, understory in the forests is less than 3 m, and shrubs are less than 5 m. The four levels of point cloud data will be 1) point cloud data with ground, 2) greater than 1 m, 3) greater than 3m, and 4) greater than 5m. Each point cloud data level is processed individually and result in seven airborne lidar-derived metrics.

Simard’s global forest canopy height map can be downloaded at the NASA Jet Propulsion Laboratory website (link: http://lidarradar.jpl.nasa.gov/). The airborne lidar-derived metrics in various locations will be used to validate the accuracy of global forest canopy map. The root mean square error (RMSE) and the coefficient of
determination ($R^2$) are used for examining the discrepancies of canopy height between the airborne lidar-derived metrics and the global forest canopy height map, and assisted to calibrate the global forest canopy height map.

Table 1. The list of lidar-derived metrics from airborne lidar point cloud data

<table>
<thead>
<tr>
<th>I. Point cloud data with ground</th>
<th>II. Point cloud height ≥ 5 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Maximum Height</td>
<td>a. Maximum Height</td>
</tr>
<tr>
<td>b. Mean Height</td>
<td>b. Mean Height</td>
</tr>
<tr>
<td>c. $50^{th}$ percentiles Height</td>
<td>c. $50^{th}$ percentiles Height</td>
</tr>
<tr>
<td>d. $75^{th}$ percentiles Height</td>
<td>d. $75^{th}$ percentiles Height</td>
</tr>
<tr>
<td>e. $90^{th}$ percentiles Height</td>
<td>e. $90^{th}$ percentiles Height</td>
</tr>
<tr>
<td>f. $95^{th}$ percentiles Height</td>
<td>f. $95^{th}$ percentiles Height</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>III. Point cloud height ≥ 3 m</th>
<th>IV. Point cloud height ≥ 1 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Maximum Height</td>
<td>a. Maximum Height</td>
</tr>
<tr>
<td>b. Mean Height</td>
<td>b. Mean Height</td>
</tr>
<tr>
<td>c. $50^{th}$ percentiles Height</td>
<td>c. $50^{th}$ percentiles Height</td>
</tr>
<tr>
<td>d. $75^{th}$ percentiles Height</td>
<td>d. $75^{th}$ percentiles Height</td>
</tr>
<tr>
<td>e. $90^{th}$ percentiles Height</td>
<td>e. $90^{th}$ percentiles Height</td>
</tr>
<tr>
<td>f. $95^{th}$ percentiles Height</td>
<td>f. $95^{th}$ percentiles Height</td>
</tr>
</tbody>
</table>

The second objective extends the aboveground biomass estimates from local scale to a regional scale and result in an aboveground biomass map in East Texas refer to the global forest canopy height map. The materials include global forest canopy height map, vegetation type map which was produced by LANDFIRE program of US Department of Interior and US Department of Agriculture, Forest service, and local-scale aboveground biomass maps in East Texas. Then the vegetation type map will assist to distinguish the different type of vegetation in East Texas. Nelson et al. (2009) used Landsat scenes and unsupervised clustering technique to generate a 23-class land cover map. Sequentially, they combined the classification map and the local vegetation zone maps for samplings and deriving regional-scale aboveground biomass estimates. According to Nelson’s methodology, the vegetation type map in East Texas is used to distinguish the vegetation type on the global forest canopy height map. The different vegetation type affects the coefficients and parameters in the regression equations for scaling up the aboveground biomass estimates.

The global forest canopy height map and local-scale aboveground biomass maps are correlated to each other and generated the aboveground biomass estimate regression equations. The local-scale aboveground biomass map in East Texas is resampled at 1 km spatial resolution to match the cell size of the global forest canopy height map. The relationship between pixel values of the 1 km local-scale aboveground biomass map and the height statistics of global forest canopy height map is used to develop the regional-scale aboveground biomass estimation equation. This equation is applied to the extent of East Texas using the global forest canopy height map to derive the aboveground biomass map of East Texas.

Preliminary Results and discussions

Results for preliminary investigations into the validation of the global canopy height map using airborne lidar data are still undergoing in the progress. We computed various height metrics from airborne lidar at 1x1 km spatial resolution to match the global canopy height map and generated differential maps and error plots for validation. Both differential maps and error plots show differences between mean, maximum, $50^{th}$ percentile, $75^{th}$ percentile, $90^{th}$ percentile, and $95^{th}$ percentile heights. Some preliminary results indicate error patterns of the global canopy height model that are dependent on actual canopy height. Quantifying such errors will allow us to calibrate the global canopy height map and improve estimates of biomass at regional scale.

Conclusions

In summary, the study investigations will utilize lidar data collected from multiple platforms to estimate aboveground biomass at multiple scales. The methodology developed for this study could be used to extend forest biomass maps to larger national and continental scales.
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Highlights
Understanding the dynamics of evapotranspiration is essential for monitoring and predicting landscape water use and vegetative drought stress. Surface characteristics, such as canopy structure, are important but difficult to estimate modeling parameters that can influence ET estimates. Current methods of estimating canopy characteristics for evapotranspiration modeling include using remote sensing-derived fractional cover estimates and land surface classifications to assign parameters such as roughness length. Given that roughness length is a height-based parameter, Lidar can be used to characterize canopy structure and its relationship to forest-level evapotranspiration.
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Introduction
Evapotranspiration (ET) modeling using remotely-sensed thermal data is an effective method for estimating water use because it can be used across varied spatial scales, it is cost-effective useful in areas of the world that are lacking detailed meteorological data [1]. High accuracy models exist for corn and soy bean agricultural fields and there is interest in developing methods to apply such models to managed forests [2]. Canopy resistance and height parameters in evapotranspiration modeling are often either experimentally calibrated value or a constant derived based on vegetation type. The disadvantage of parameterizing models based on experimental methods is that the results are only locally valid while, parameterizing by vegetation cover type ignores variation in forest structure [3]. Additionally, efforts to account to for variation in canopy structure often assume a “Big Leaf” model in which the source of sensible and late heat are assumed to be at the same height and temperature [4].

Lidar sensors have been used to successfully characterize and monitor structural vegetation characteristics across landscapes [5]. The integration of lidar data into evapotranspiration modeling will allow for a more dynamic account of variability in canopy heterogeneity. Therefore, implementing lidar-derived estimates of canopy structure is the necessary next step incorporating canopy-level heterogeneity in to evapotranspiration modeling.

Research
The goal of this research is to use lidar data taken with NASA’s G-LiHT (Goddard’s Lidar, Hyperspectral, Thermal) sensor and, in conjunction with field-based and eddy-covariance data, incorporate forest structural characteristics into the DisALEXI (Disaggregated Atmospheric Land Exchange Inverse) evapotranspiration model.

Study Area
The study site is located in the lower coastal plains region of North Carolina near Plymouth, NC. The site is predominantly composed of managed loblolly pine plantation forests, followed by mixed forests. Within the study area, there are two Ameriflux eddy covariance flux towers which cover structurally different areas of forest (i.e. clear cut and mature forests).

Methods
In order to integrate Evaluate and process lidar data collected from G-LiHT (Goddard’s Lidar, Hyperspectral, Thermal) sensor (Fig. 1A) and derive canopy-related lidar metrics such as the Canopy Height Model (CHM; Fig.1B) for the site. The lidar-derived metrics are then scaled and formatted for incorporation into DisALEXI (Fig.1C).
Figure 1: A conceptual workflow for the integration of lidar data into DisALEXI. (Fig. 1 D adapted from Anderson et al. 2007)

Summary
By incorporating lidar data, we can produce accurate stand-level estimates for forests because the integration of 3D structural data into evapotranspiration modelling will allow for a more dynamic account of variability in canopy heterogeneity. Additionally, incorporating realistic values of forest height and structure will allow us to better characterize the importance of forest structure to evapotranspiration dynamics.
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**Highlights:** Multispectral visible-NIR LiDAR data are a tempting option as directional reflectance properties of vegetation scatterers are spectrally variant, when sampled across a wide spectrum. Multifootprint LiDAR measures structure. This study examines the option of using waveform data from pulses of maximal eye-safety irradiance. An interesting normalization of amplitude data was carried out.
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**Introduction**

Airborne LiDAR data have become an integral part of forest inventories. Efficient, customized and reliable sensors attract customers. An example is the multispectral LiDAR, Titan by Optech uses $\lambda$ of 532, 1064 and 1550 nm. The sparse set of bands may well suffice for many forestry applications, as directional reflectance across far-away bands is less correlated. Vegetation is dark in the visible range so that sensitive receivers are needed, because the pulse power is limited by eye-safety concerns.

No airborne LiDAR or camera sensors are optimized for forest RS, and multi-purpose sensors are used instead. Simulations have highlighted how certain sensor properties influence the information available. Examples include the pulse length in LiDAR or the spectral response functions of multispectral cameras. Simulations are inexpensive compared to experimental research, but constrained by the inherent inaccuracy of the needed geometric-optical vegetation models as well as that of the atmospheric effects.

Airborne LiDAR is about ‘sampling the scene with time-stamped photons’. The circular illuminated area, the footprint, has a Gaussian power distribution. For a fixed pulse power, the received signal is independent of divergence in large, flat and homogenous targets. When the beam divergence increases, the at-sensor signals weaken for twigs or leaves, as the irradiance incident on them decreases with increasing footprint. Eye-safety limits the maximal footprint energy that can enter a binocular aperture. Output power and energy have to be controlled, when acquisition height or the beam divergence change. The $\lambda$ influences eye-safety as well. The maximum irradiance near the footprint center for a binocular aperture is approximately equal for footprints that are clearly larger than the aperture. For fixed divergence, the dependency of the maximum peak pulse power and the eye-safe range is rather linear until the power and range are such that the footprint becomes smaller than the binocular aperture.

The volumetric canopy is scanned over a range of zenith angles. A canopy point has a certain sky view factor comprised of gaps. A more exact description of the local directional illumination accounts for multiple scattering and the transmission of light in the foliage. The canopy can also be considered as a volume with a directional differential backscatter cross-section in addition to the directional function of illumination incident, which has a direct and diffuse component. Thus, the high directionality of LiDAR view-illumination geometry is altered by multiple scattering (returning pulses elongate always), which contributes up to 50% in NIR, in favorable foliage geometry. Of all photons emitted a fraction reaches the receiver aperture and all have different travel time. The speed and sensitivity of the receiver determines if the signal is meaningful or covered by noise. A stable transmitter is needed for accurate interpretation aswell. For fixed pulse power and receiver sensitivity, a sensor with smaller beam divergence delivers more observations from the forest floor and the maximal signals for small targets are stronger as the irradiance near the footprint center is higher. The wide pulses are more likely to result in transmission losses, i.e. weak backscattering that does not trigger the waveform recording or remains in the noise. However, if the footprint irradiance can be set to the maximum eye-safety level for any footprint diameter, the same energy ultimately reaches the forest floor as with the narrow pulses, and the wider pulses will deliver more backscattered energy and detectable echoes. This makes the signal distributions to vary according to footprint diameter, which is interesting if one considers multi-footprint data for the estimation of canopy structure.

This experimental study looks at the influence of eye-safe variable-size footprints on waveform-recording LiDAR data. The investigations are confined to boreal forests in Finland and the main rationale was the exploration for usable information for tree species discrimination.
Materials

We experimented in Hyytiälä (62°N, 24°E). Permanent plots have accurately positioned trees. The status of trees was verified in high-density LiDAR and image data of 2013. The area is 600 ha and is systematically covered by over 1500 aerial images and 18 airborne LiDAR datasets since 1946/2004.

Individual trees were manually measured for an accurate and up-to-date 3D treetop position and crown shape, using aerial images and dense LiDAR data from 2012 (Fig. 1). Only trees that were discernible in these data were included in the single-tree analyses. Most dominant, co-dominant and intermediate trees belong to this set, especially as the tree positions were known to the operator.

Figure 1: Example of simultaneous treetop positioning and estimation of the crown envelope. The white circle in the aerial image shows the image position of the treetop, and the resulting 'epipolar cylinder’ is shown in the terrestrial image with the circles. The cylinder intersects with the LiDAR points that are superimposed in the terrestrial view.

The WF data were acquired with a Leica ALS60 sensor (Tables 1, 2). The pulse peak power of the ALS60 is adjustable at 1% intervals, i.e. 20 dB in total. The pulse power in ALS60 is set by accounting for an average range, desired signal-to-noise ratio, an expected reflectivity of targets and the binocular eye-safety. The receiver front-end implements an automatic gain control (AGC), which varies 0–4 dB in response to scene brightness. The gain was fixed in the 2013 dataset. The influence of the AGC can be normalized, using a stored voltage value of each pulse. The received large dynamic range of LiDARs is realized by the transmitter in ALS60 in contrary to many other sensors, which may have several receivers (after the photodiode) that differ in gain. The 2012 multi-footprint data was acquired by adjusting peak power to reach the same at-sensor signal for the same well-defined targets from varying altitudes, while the 2013 multi-range data was acquired, using fixed power and receiver gain. ALS60 is primarily a discrete-return (DR) sensor and waveform (WF) storage calls for an optional digitizing module. It is important to note that the storage is started by a threshold-exceeding signal that triggers the first DR echo. The WF includes some 30 samples that precede first echo, so that the 256-sample WF can capture height differences of about 34 meters. The WFs (amplitude data) were normalized for the AGC and atmospheric attenuation (0.2 dB/km), then mildly low-pass filtered, and attributes such as the peak amplitude, FWHM, total energy, length, and rise speed were determined for continuous sequences that raised above the apparent noise. There could thus be several sequences in a WF, but the first was the most interesting as it comprises least by apparent backscatter cross-section. The (above-the-noise) length of the continuous sequences depended on the signal strength, while the FWHM width measure was less affected. The shorter 7.8 ns pulses, which are used when the PRF is above 120 kHz, have a sharp ascend, and the FWHM (WF shape, receiver response, rise of the pulse) depended on the signal strength, which is a phenomenon not observed for the 'slower' 10 ns pulses.

Results and Discussion

Receiver linearity, i.e. the linearity of the amplitude values w. r. t the at-sensor irradiance, was examined first as it is crucial. The overlapping multi-range, fixed power data of 2013 were used for this, and the signals from well-defined targets of varying reflectance from the three heights were contrasted. The radar equation states that the signal strength should vary with the second power of range ratios. Figure 2 shows that the sensor differed slightly from perfect linearity. This observation, if it is true for all Leica ALS50/60 sensors, explains why earlier tests for the effect of range have failed. The results apply only to peak amplitude, and the non-linearity may be due to the photodiode response (unlikely), signal-dependent band-width differences of transimpedance amplifiers, or a non-linear response and limited band-width of the oscilloscopes used for digitizing the WF. In addition, the non-linearity may change when the AGC is operating as it is band-limited amplifier. Example of the effect of the footprint size in surfaces that comprise different
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level and scale of reflectance variation are shown in table 3. The radiometric normalization that accounted for
differences (deviations from the nominal, Table 2) in pulse power and atmospheric attenuation as well as the AGC,
resulted in peak amplitude data that were within 5% from all acquisition heights. This meant that the objective of
acquiring 'maximally eye-safe' data was successful. The WF attribute histograms and the measures for canopy-induced
transmission losses differed in canopies representing different species, age and density. If these differences can be
harnessed to assist for example species identification remains an interesting future topic in multi-footprint LiDAR.

Table 1. Sensor parameters.

<table>
<thead>
<tr>
<th>Property/Sensor</th>
<th>ALS60 + WDM65</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength, nm</td>
<td>1064</td>
</tr>
<tr>
<td>WF of transmitted pulse</td>
<td>No</td>
</tr>
<tr>
<td>Divergence, mrad, 1/e^2</td>
<td>0.22</td>
</tr>
<tr>
<td>Front-end amplifier</td>
<td>Automatic Gain Control</td>
</tr>
<tr>
<td>Triggering of WF-recording</td>
<td>Discrete-return circuit</td>
</tr>
<tr>
<td>WF-recording sequence</td>
<td>Single, 128 or 256 samples</td>
</tr>
<tr>
<td>WF Sampling rate, ns</td>
<td>1 or 2</td>
</tr>
<tr>
<td>Discrete-return echoes</td>
<td>on-the-fly; 1, 2, 3 or 4</td>
</tr>
<tr>
<td>Echo attributes</td>
<td>range, XYZ, intensity</td>
</tr>
<tr>
<td>Acquisition footprint, m^2</td>
<td>500, 1000, 2000, 2700</td>
</tr>
</tbody>
</table>

Table 2. Characteristics of the LiDAR acquisitions. In dataset names 2012_#, # stand for nadir range in hectometers.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>2012_ (05, 10, 20, 27)</th>
<th>2013b_ (07, 08, 09)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>Multi-footprint data</td>
<td>Linearity tests</td>
</tr>
<tr>
<td>Date, local</td>
<td>July 5, 2012</td>
<td>June 15–16, 2013</td>
</tr>
<tr>
<td>Altitude, m</td>
<td>500, 1000, 2000, 2700</td>
<td>700, 800, 900</td>
</tr>
<tr>
<td>WF density per m^2</td>
<td>5.3, 5.4, 3.2, 2.2</td>
<td>4.7, 4.1, 3.6</td>
</tr>
<tr>
<td>Emitted pulse, FWHM, ns</td>
<td>7.8, 10.1, 10.3, 10.4</td>
<td>7.8</td>
</tr>
<tr>
<td>Nominal power, % of max</td>
<td>3, 14, 55, 100</td>
<td>15</td>
</tr>
<tr>
<td>Footprint, 1/e^2, m</td>
<td>0.11, 0.22, 0.45, 0.59</td>
<td>0.15, 0.18, 0.20</td>
</tr>
<tr>
<td>AGC</td>
<td>on</td>
<td>off</td>
</tr>
</tbody>
</table>

Table 3. Coefficient of variation of peak amplitude. Surfaces are in decreasing order of reflectance (0.45→0.04).

<table>
<thead>
<tr>
<th>Surface</th>
<th>Footprint, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11</td>
</tr>
<tr>
<td>Hay, &lt; 50 cm</td>
<td>7.0</td>
</tr>
<tr>
<td>Short grass</td>
<td>4.9</td>
</tr>
<tr>
<td>Mire surface</td>
<td>9.7</td>
</tr>
<tr>
<td>Fine sand</td>
<td>4.5</td>
</tr>
<tr>
<td>Asphalt, old</td>
<td>7.4</td>
</tr>
<tr>
<td>Asphalt, new</td>
<td>5.1</td>
</tr>
<tr>
<td>Gravel road</td>
<td>11.4</td>
</tr>
<tr>
<td>Bitumen</td>
<td>9.4</td>
</tr>
</tbody>
</table>

Fig 2. Left: Estimated power terms of range correction for the sensor as a function of the amplitude, i.e. scene brightness. Right: An illustration of nonlinearity that produces the response in the left sub-figure. Horizontal axis has the at-sensor radiance and the vertical axis is the observed amplitude.